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Outline
• What is the imprint of spin on gravitational waves?


• …and do we know what it is well enough for our purposes?


!
• Parameter estimation


• Review


• Measuring imprint of spin at low mass,  with long signals


• Measuring imprint of spin at high mass, with short signals
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Basics of inspiral, merger, and ring down
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-3



• Shrinking binary spirals in, “chirping”

Binary inspiral and merger
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Eq. (18) of Ref. [6]). The NQC coefficients are fixed by re-
quiring that the EOB (2,2) mode agrees with the NR input
values for |h22|, ⌥t |h22|, ⌥ 2

t |h22|, ⌥t⇥22 and ⌥ 2
t ⇥22, evaluated

at the peak of |h22|. Using the 38 NR nonprecessing wave-
forms in the SXS catalog and Teukolsky waveforms com-
puted in the small-mass-ratio limit [21], we updated the fit-
ting formulas for the NR input values given in Table IV of
Ref. [6]. We use these to iteratively compute the NQC co-
efficients as described in Sect. IIB of Ref. [6]. While pre-
vious nonspinning EOB models [8] were calibrated without
enforcing any time delay between the peak in the (2,2) am-
plitude and in the orbital frequency, here, as in Refs. [5, 6],
we require a lag �t22

peak which varies with the physical param-
eters of the binary. The idea of introducing �t22

peak into the
model was inspired by studies in the small-mass-ratio limit,
where such time delay was first seen with EOB trajectories
sourcing Teukolsky waveforms [22] and accurately quantified
in Ref. [21]. Finally, the inspiral-plunge waveform is simply
defined as hinsp�plunge

22 ⇤ N22hF
22, and hinsp�plunge

⌅m ⇤ hF
⌅m when

(⌅,m) ⌅= (2,2).
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FIG. 1. Unfaithfulness of (2,2) EOB waveforms for all the 38 non-
precessing BH binaries in the SXS catalog. Only a few selected cases
are labeled in the legend.

As usual, the EOB merger-ringdown (RD) waveform is
built as a linear combination of quasi normal-modes (QNMs)
of the remnant BH [4]

hmerger�RD
⌅m (t) =

N�1

⇥
n=0

A⌅mn e�i⌅⌅mn(t�t⌅mmatch) , (5)

where N is the number of overtones, t⌅mmatch is the time when
|hinsp�plunge

⌅m | peaks, A⌅mn is the complex amplitude of the n-
th overtone of the (⌅,m) mode, and ⌅⌅mn = ⌃⌅mn � i/⇧⌅mn is
its complex frequency, having positive (real) frequency ⌃⌅mn
and decay time ⇧⌅mn. The frequencies ⌅⌅mn depend on the
mass Mf and spin a f of the final Kerr BH, and are tabulated
in Ref. [23]. To predict Mf we use the phenomenological for-
mula proposed by Ref. [24], but we replace its equal-mass
limit [Eq. (11) therein] with the highly accurate fit given in

Eq. (9) of Ref. [13]. To compute a f , we start from the for-
mula of Ref. [25] (which also predicts the direction of the
final spin for precessing binaries), and use the simulations
in the SXS calatog to refit its nonprecessing limit; the main
change we introduce are 4 new fitting coefficients designed
to improve the equal-mass, high-spin corner of the parameter
space, where the prediction of Ref. [25] has residuals exceed-
ing 5%. We improve the stability of the ringdown modeling
across the entire parameter space by (i) assuming a monotonic
behavior of a f with decreasing ⇤ for extremal spins, and (ii)
replacing some of the higher physical overtones with pseudo-
QNMs that depend on the merger frequency, on ⌅220 and on
⇤ , and moderate the rise of the ringdown GW frequency [5, 6].

Finally, the complete inspiral-merger-ringdown waveform
is built as the smooth matching of hinsp�plunge

⌅m to hmerger�RD
⌅m at

t⌅mmatch, over an interval �t⌅mmatch, following the hybrid matching
procedure of Ref. [5] to fix the coefficients A⌅mn in Eq. (5).
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FIG. 2. NR and EOB (2,2) waveforms of the BH binary with q = 1
and �1 = �2 = 0.98. The two waveforms are aligned at their ampli-
tude peak (marked by a vertical dashed line). R is the distance to the
source.

Results and discussion. The SXS catalog includes 8 non-
spinning BH binaries with q = 1, 1.5, 2, 3, 4, 5, 6, 8, and
30 spinning, nonprecessing BH binaries with: q = 1 and
�1 = �2 = 0.98, 0.97, ±0.95, ±0.9, 0.85, ±0.8, ±0.6, ±0.44,
±0.2; q = 1, 1.5, 3, 5, 8, �1 = ±0.5 and �2 = 0; q = 1.5 and
�1 = ��2 = ±0.5; q = 2, �1 = 0.6 and �2 = 0; q = 3 and
�1 = �2 = ±0.5. We find that to accurately match all 38
nonprecessing waveforms, it is sufficient to calibrate the EOB
model to a much smaller subset of them. However, since our
goal is an accurate model for the entire parameter space, most
of which is not covered by the NR waveforms, we prefer to ex-
ploit all available non-degenerate NR information in the cali-
bration. In Fig. 1 we compare the EOB waveforms to all the
38 nonprecessing NR waveforms by computing their unfaith-
fulness

F̄ ⇤ 1�max
t0,⇥0

⇧hEOB
22 ,hNR

22 ⌃
||hEOB

22 || ||hNR
22 ||

, (6)

Taracchini et al 2013 (1311.2544)
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FIG. 2: Coordinate trajectories of the centers of the apparent
horizons represented by the blue and red curves, up until the
formation of a common horizon. The closed curves show the
coordinate shapes of the corresponding apparent horizons.

spect to the excision boundaries that the excision bound-
aries fail to remain outflow surfaces and our excision al-
gorithm fails. For the non-spinning black hole binary in
Ref. [60], shape control was not necessary before merger.
To control the shape of black hole 1, we define the map
MAH1 : x′i → x̃i,

θ̃ = θ′, (13)

φ̃ = φ′, (14)

r̃ ≡ r′ − q1(r
′)

ℓmax
∑

ℓ=0

ℓ
∑

m=−ℓ

λ1
ℓm(t)Yℓm(θ′, φ′), (15)

where

q1(r
′) = e−(r′

−r′

0
(t))3/σ3

q , (16)

and (r′, θ′, φ′) are spherical polar coordinates centered
at the (fixed) comoving-coordinate location of black hole
1. The function q1(r′) limits the action of the map to
the vicinity of hole 1. The constant σq is chosen to be
∼ 4.5M , and r′0(t) = r′0+ν1(t−tg)2.1 is a function of time
that approximately follows the radius of the black hole,
with constants r′0 ∼ 1.2M and ν1 ∼ 0.00046M . Similarly,
we define the map MAH2 for black hole 2. Then the full
map Mm : x′i → xi from the comoving coordinates x′i

to the inertial coordinates xi is given by

Mm := MI ◦MAH2 ◦MAH1. (17)

The functions λ1
ℓm(t) and λ2

ℓm(t) are determined by dy-
namical control systems as described in Refs. [60, 89],
so that the apparent horizons are driven to spheres (up

to spherical harmonic component l = lmax) in comoving
coordinates. Note that MAH1 : x′i → x̃i is essentially
the same map that we use to control the shape of the
merged horizon during ringdown, and the control system
for that map (and for the map MAH2) is the same as the
one described in Ref. [60] for controlling the shape of the
merged horizon.

In addition to the modifications to the gauge condi-
tions and coordinate map described above, the numer-
ical resolution is also increased slightly around the two
black holes during this more dynamical phase, and the
evolution is continued until time tm, shortly after the
formation of a common horizon. The coordinate trajec-
tories of the apparent horizon centers are shown in Fig. 2
up until tm, at which point the binary has gone through
10.6 orbits.

E. Ringdown

Our methods for continuing the evolution once a com-
mon horizon has formed are the same as in Ref. [60]. Af-
ter a common apparent horizon is found, all variables are
interpolated onto a new computational domain that has
only a single excised region. Then, a new comoving coor-
dinate system (and a corresponding mapping to inertial
coordinates) is chosen so that the new excision boundary
tracks the shape of the apparent horizon in the inertial
frame, and also ensures that the outer boundary behaves
smoothly in time. The gauge conditions are modified as
well: the shift vector is no longer driven to zero, so that
the solution can relax to a time-independent state. This
is done by allowing the gauge function g(x, t) that ap-
pears in Eq. (10) to gradually approach zero; the gauge
source function Ha still obeys Eqs. (8–10) as during the
plunge. Specifically, we change the functions f(x, t) and
g(x, t) from Eqs. (11) and (12) to

f(x, t) = (2 − e−(t−tg)/σ1)

× (1 − e−(t−tg)2/σ2

2 )e−r′′2/σ2

3 , (18)

g(x, t) = (1 − e−(t−tg)/σ4)

× (1 − e−(t−tg)2/σ2

5 )(t − tg)e
−r′′2/σ2

3

× e−(t−tm)/σ2

6 , (19)

where r′′ is the coordinate radius in the new comov-
ing coordinates, σ6 ∼ 3.1M , and tm (here m stands for
“merger”) is the time we transition to the new domain
decomposition.

IV. PROPERTIES OF THE NUMERICAL
SOLUTIONS

A. Constraints

We do not explicitly enforce either the Einstein con-
straints or the secondary constraints that arise from writ-

Chu et al 2009 (0909.1313)



Higher-order modes
• Strong field mergers complicated: not simple quadrupole
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Basics of precession-induced modulations

Radiation from precessing binary 

~ rotation x (radiation from nonprecessing)
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R(t)

h � Rh0h0

Schmidt et al 2011 
ROS et al 2011       [arxiv: 1109.5224] 
Boyle et al 2012 
Ochsner and ROS 2012 [arxiv:1205.2287]
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Dynamics of and GW from a BH-NS 

• What

!

• Dynamics: 

• spin, precession significant at >40 Hz


• GW

• (corotating chirp) x (slow rotation)
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Apostolatos et al 1994

m1,m2 = 10, 1.4M� ;�1 = 1 J
L

64.0 64.2 64.4 64.6 64.8 65.0 65.2 65.4
-1.0

-0.5

0.0

0.5

1.0

t HsL

h
10
22

(us)

time 

st
ra

in 

corotating



Dynamics of and GW from a BH-NS 
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• Dynamics: 

• spin, precession significant at >40 Hz
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• (corotating chirp) x (slow rotation)
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Rotation, polarization modulation robust
• Including merger, higher modes
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FIG. 3: Polarization imprints on signal 2: Precessing:
For a precessing binary (Sq(4,0.6,90,9)), the polarization car-
ries a strong imprint from the relative orientation of the pre-
ferred emission direction relative to the line of sight. For the
precessing q = 4 binary described in the text and [27], a de-
composition of the gravitational wave signal along a “generic”
orientation [(✓,�) = (60�, 205�)] is shown. Results are shown
using just l = 2 (solid) and all modes l  4 (dotted), reversing
the convention of Figure 2. Top panel : The line of sight right
and left-handed amplitudes | 4R,L| (red R, blue L) using all
modes (dotted) and just l = 2 (solid). The gray shaded box
shows the interval where V̂ · n̂  0. Bottom panel : Compar-
ison of |z (t)| extracted along this line of sight (black solid
[l = 2] and dotted curves [l  4]) with the leading-order esti-
mate z̃V̂ provided by Eq. (11) and the preferred orientation

V̂ selected by
⌦
L(aLb)

↵
t
(blue).

of sight and simulations considered, we believe z is pri-
marily determined by the orientation of n̂ relative to the
time-dependent preferred orientation V̂ and can usually
be well-approximated by Eq. (11).

As described in subsequent sections, our calculations
suggest the preferred orientation V̂ evolves significantly
and rapidly during merger. Equivalently, the polarization
content – the distribution of lines of sight dominated by
left versus right handed emission – changes significantly
at the merger event. As seen in Figure 4, immediately
before and after the merger event, the two points cor-
responding to predominantly left- or right-handed emis-
sion change noticeably. This interval corresponds to the
merger phase itself. As described in the next section, we
suspect this rapid, global change in polarization content

may reflect features of the strong-field merger event itself.

E. Waveforms along other fixed directions

For reference, in Figure 5 we show the polarization con-
tent for two other preferred orientations: the initial (' fi-
nal) total angular momentum direction Ĵ (top panel) and
the preferred orientation V̂ evaluated at the time of peak
emission (bottom panel). In the first case, one polariza-
tion is vastly larger than the other at early times; during
the merger, however, both polarizations become signif-
icant. Similar results are found when extracting along
ẑ, the initial orbital angular momentum. In the second
case, both polarizations are comparatively large early on.
During the merger epoch, however, only one polarization
dominates. Generally speaking, when adopting a fixed
frame one can choose to simplify some narrow epoch of
the waveform by reducing the other polarization. For
any time, frequency, or mass range, a generalization of⌦
L
(aLb)

↵
t
can be constructed to determine what orien-

tation would be suitable. However, in general no one
orientation works for all time.
Finally, we emphasize that we have been able to accu-

rately estimate the polarization content using the time-
dependent preferred orientation V̂ . For our simulations,
this orientation di↵ers substantially from L̂ at all times.
Based on this performance, we anticipate that corotating-
frame waveforms along V̂ will be substantially simpler
than any analog extracted along L̂.

III. SIMULATIONS II: TRENDS AND
VARIATIONS

From the diagnostics above, we anticipate simulations
are best and most naturally characterized by (a) the
modal waveforms  

4lm in a corotating frame and (b)
the evolution of our preferred orientation with time.
In addition, to simplify the translation between time
and frequency domain, we will also use (c) the overall
orientation-averged signal power ⇢̄. In this section we
briefly report on salient ways these three features change
with spin and mass ratio.

A. Polarization bias

Generic precessing binaries exhibit a polarization bias :
at any given instant, the binary is radiating more of one
handedness than another. During the inspiral, the bal-
ance between L and R oscillates. At merger, the balance
fixes, preferring one handedness, with the choice depend-
ing on the spin-orbit configuration just prior to merger.
This asymmetry produces large kicks [46], with a signif-
icant component perpendicular to the orbital plane; see
also Healy et al (in prep) and cf. [47].

ROS et al 2013
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FIG. 7: Large L/R asymmetries and large kicks: Scat-
ter plot of the recoil kick velocity in the ẑ direction (top
panel) and overall (bottom panel) versus ⇢̄L/⇢̄R. Large kicks
in the +ẑ direction correlate with predominantly L-handed
emission. Only a comparatively small amount of asymmetry
between L and R during merger is required to produce the
largest known kicks [46]. In this figure, colors correspond to
di↵erent simulation sets: S (blue), Sq (red), T (yellow), Tq
(green). For illustrating the correlation between R vs L bias
and kick magnitude only: kick data is computed using the
simulation series alone at a single extraction radius, without
correcting for the early inspiral.

to model how precisely we can measure the orientation
of the corotating frame, both on average and as function
of time.

C. Preferred direction precesses

For the simulations and time intervals we have simu-
lated, the preferred orientation V̂ evolves as if precessing
along a nearly-constant cone, centered along some axis
Ŵ . Figure 8 provides a concrete example. In almost all
cases we find Ŵ ' Ĵ

final

empirically: V̂ precesses around
the total angular momentum. For this section only, how-
ever, we allow Ŵ to take arbitrary values.

Given the orientation and an arbitrary frame x̂W , ŷW
defined perpendicular to the constant vector Ŵ , we de-
fine the precession phase �W and precession frequency

W
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FIG. 8: Precession of preferred orientation: Exam-
ple: Demonstration that the preferred orientation precesses
around Ŵ ' Ĵ for q = 2, d = 10M,a1 = 0.6x̂, a2 = 0.6ẑ.
Top panel : Two-dimensional path of V (blue) and L̂ (green)
around a proposed value of W (point at origin), as seen in
a plane perpendicular to Ŵ . The two dashed curves are
circles of constant opening angle. For comparison, a blue
point indicates the final angular momentum direction Ĵ in
this frame. Center panel : Ĵ · V̂ (blue) and Ĵ · L̂ (green),
showing both L̂ and V̂ precess along similar cones, with a
nearly constant opening angle prior to merger. In this figure,
merger occurs at t ' 0. Bottom panel : Plot of �V W before
and after merger, demonstrating an abrupt change in the pre-
cession frequency at the merger event. For comparison, the
green curve shows �L, the precession phase extracted from L

around J . For this system, at late times the “precession rate”
⌦V W ⌘ @t�W ' 1/12M is still an order of magnitude smaller
than @t�, the “carrier frequency” set by the (2, 2) and (2,�2)
modes.



NR solves GR more completely, accurately
• Analytic models are good first approximations but not perfect


!
• Example: Edge-on line of sight
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q = 2.0, a = 0.0,M = 70M� q = 2.0, a = �0.8,M = 70M�



NR solves GR more completely, accurately
• One reason: “higher modes” are missing or not calibrated
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Differences matter
• Conclusions about BBH derived from NR are often slightly different


• Even where models are “well-calibrated”
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Abbott et al PRD 94 064035 (2016) 
GW150914: directly comparing to NR (=with higher modes) 
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Differences matter
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Synthetic data 
PSD similar to GW150914-like sensitivity 
Inclination ~ pi/4, SNR=20 
Nonprecessing analysis

No higher modes With higher modes
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Differences matter
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Synthetic data 
PSD similar to GW150914-like sensitivity 
Inclination ~ pi/4, SNR=20 
Nonprecessing analysis
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Higher-order mode effects depend on line of sight
• Some lines of sight are more likely to be detected than others

15

14

FIG. 6. Results for precessing NR injections (SXS:BBH:0308) with
face-on or edge-on inclination (✓JN = 6� and 84�, respectively) and
either including higher harmonics up to ` = 8 (compare with Fig. 4)
or just the ` = 2 modes in the mock signal. All injections are per-
formed at fiducial polarization angle  = 82�. The precessing IMR-
Phenom model is used as the template waveform. We show two-
dimensional 90% credible regions for component masses and e↵ec-
tive spins.

GW150914. The waveforms in this family vary in their orbital
eccentricity, cf. Table II.

There is no unambiguous GR definition of eccentricity, so
we calculate an eccentricity estimator [128] from the instan-
taneous frequency of the GW using a Newtonian model. We
assume that the GW frequency is twice the orbital frequency
of a Newtonian orbit, but fit for additional degrees of freedom
to model GR e↵ects such as inspiral and precession of the or-
bit.

We estimate the eccentricity by fitting a short portion of the
instantaneous GW frequency, !GW, to the form

!GW = 2n(t)
p

1 � e2

⇥
1 � e cos (u(t))

⇤2 (16)

n(t) = n0 [1 + a(t � tref)] (17)
u(t) = 2⇡(t � tref � t0)/P (18)

This is twice the angular frequency expected from a Newto-
nian eccentric orbit, with the slow inspiral modeled as a linear

variation of the parameter n with time. We do not enforce the
Newtonian relation n = 2⇡/P, since it is broken in the GR
case by pericentre advance. u(t) would properly be obtained
using the Kepler equation. However, we do not find this nec-
essary, and have e↵ectively expanded it in small e. This ex-
pansion leads to good fits for the small values of e that we are
simulating. It is necessary to include the nonlinear terms in e
for the large-scale behavior of !GW in order to get a good fit
when e & 0.1. We find that using the coordinates of the hori-
zon centroid, instead of the GW frequency, leads to qualitative
disagreement with this simple Newtonian model, whereas the
GW frequency matches very well.

Unlike the spin magnitudes and mass ratio, the eccentricity
evolves significantly in the 14 orbits covered by the eccen-
tric simulations, so assigning a single number to each config-
uration requires selecting a specific point in the evolution at
which to quote the eccentricity.

We quote the eccentricity at a reference time tref at which
the mean GW frequency 2n is 23.8 Hz assuming the source
mass is 74 M�. This is 2Mn = 0.0545424 in geometric units.

We obtain eccentricities up to e = 0.13 at the reference
time; see Table II. Even “circular” NR waveforms have a small
eccentricity, as it is not possible to reduce this to zero. For
example, the smallest eccentricity in the family of waveforms
considered here is ⇠ 10�4, not 0.

We inject the above eccentric aligned-spin NR waveforms
into zero noise and recover with the quasi-circular non-
precessing EOBNR templates. Fig. 7 shows posteriors for the
chirp mass, mass-ratio and aligned spin on the larger BH as
a function of eccentricity. We find that eccentricities smaller
than ⇠ 0.05 in the injected NR waveform (with the eccentric-
ity definition introduced above) do not strongly a↵ect param-
eter recovery and lead to results comparable to quasi-circular
NR waveforms. Biases occur for larger eccentricity. The right
panel of Fig. 7 shows how the log likelihood drops sharply if
the eccentricity is above 0.05 and the disagreement between
the eccentric signal and quasi-circular template increases.

E. E↵ect of detector noise

So far in this study we have focussed on NR injections in
zero noise using only an estimated PSD from the detectors in
order to assess waveform systematics. The results obtained
with this method are missing two potentially important ef-
fects:

� While we obtain the posterior probability density func-
tion e↵ectively averaged over many noise realizations,
the zero-noise method does not assess how noise real-
izations with typical deviations from the average will
a↵ect the posteriors.

� The usual interpretation of our credible intervals relies
on the assumption that both our signal and noise model
are an appropriate description of the data. The previ-
ous sections addressed the signal model, but the zero-
noise method does not take into account the properties

Abbott et al  (1611.0753) Reconstructions on this slide all done without higher modes

11

FIG. 4. Inclination dependence of parameter recovery. Two NR waveforms primarily di↵ering in �p (SXS:BBH:0308 in left column;
CFUIB0020 in right column) are injected with di↵erent ✓JN as given on the ordinate axes. Shown on the abscissa axes are 90% credible
intervals (blue / gray bands) and medians (asterisks / circles) for these precessing NR signals recovered with the precessing IMRPhenom
model. Injected parameter values are shown as red dash-dotted lines, except for the bottom two panels where the injected values depend on  
and are shown in blue (dotted) and gray (dash-dotted). Shown from top to bottom are chirp massM, mass-ratio q, e↵ective precession spin
�p, the angle ✓JN and luminosity distance DL. The analysis is repeated for two choices of detector polarization angle  , with the one shown in
grey representing a detector orientation approximately canceling h+.

Some lines of sight lead to biased reconstructions 
(if performed without higher order modes)



Higher modes missing & matter
• Example: Current quadrupole (sourced by orbiting misaligned spins)


• Strong, well-known effect (e.g., recoil kicks)…providing unique access to spin info
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Higher modes missing & matter
• Example: Current quadrupole (sourced by orbiting misaligned spins)


• Strong, well-known effect (e.g., recoil kicks)…providing unique access to spin info
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Precessing, NR
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NR-calibrated surrogate models
• Surrogate models can


• interpolate between NR simulations directly


• include most higher modes & precession approximately


!

!

!

!

!

!

!

• Limitations so far


• Placement (exploration in ‘q’; spins), duration
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Blackman et al 2015,2017 
ROS et al 2017
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RPhenomPv2 it is not straightforward to determine f
ref

such that the spin directions are specified at a time of
4500M before the peak amplitude. Therefore, we instead
choose f

ref

di↵erently: we minimize the mismatches by
varying f

ref

, with an initial guess of twice the initial or-
bital frequency of the NR waveform.

To transform the time domain waveforms into the
frequency domain, we first taper them using Planck
windows[65], rolling on for t 2 [t

0

, t
0

+1000M ] and rolling
o↵ for t 2 [50M, 70M ] where t

0

= �4500M is the time at
which the parameters are measured, and t=0 is the time
of peak waveform amplitude. We then pad them with
zeros and compute the frequency domain waveforms via
the fast Fourier transform (FFT). For the reference NR
waveform, we obtain 30 random samples of the direction
of gravitational wave propagation (✓,�) from a distribu-
tion uniform in cos ✓ and in �, and we uniformly sample
the polarization angle  between [0,⇡] to obtain

h
 

(t) = h
+

(t)cos(2 ) + h⇥(t)sin(2 ). (65)

For the non-reference waveform, we use the same param-
eters except we add an additional initial azimuthal rota-
tion angle �, a polarization angle  , and a time o↵set,
and we optimize over these three new parameters to yield
a minimum mismatch. Because the waveform models do
not intrinsically depend on the total mass, we first use
a flat noise curve to evaluate the overlap integrals; this
provides a raw comparison between models. We evaluate
Eq. 22 with f

min

being twice the orbital frequency of the
NR waveform at t = �3500M .

The mismatches using a flat noise curve are shown in
the top panel of Figure 17. We find that both the IM-
RPhenomPv2 (green dot-dashed curve) and SEOBNRv3
(solid curve) models have median mismatches of ⇠ 10�2

with the NR waveforms. The mismatches between our
surrogate model and the NR waveforms are given by the
“Training” (solid blue) and “Validation” (dashed pur-
ple) curves and have median mismatches of ⇠ 10�3 with
the NR waveforms; see § VIA for a discussion of train-
ing and validation errors. Finally, NR waveforms of dif-
ferent resolution have median mismatches (solid black
curve) of ⇠ 10�5. In the middle and bottom panels, we
repeat this study while restricting which coprecessing-

frame modes are used. IMRPhenomPv2 contains only
the (2,±2) modes, while SEOBNRv3 also contains the
(2,±1) modes. Obtaining larger mismatches in the top
panel when comparing against all NR modes indicates
these waveform models would benefit from additional
modes. We find that our surrogate performs roughly
an order of magnitude better than the other waveform
models in its range of validity, but still has mismatches
two orders of magnitude larger than the intrinsic resolu-
tion error of the NR waveforms. This suggests that the
surrogate could be improved with additional waveforms
and/or improved model choices. However, we also note
that neither IMRPhenomPv2 nor SEOBNRv3 have been
calibrated to precessing NR simulations.

Since a realistic noise curve will a↵ect mismatches, we

FIG. 17. Mismatches, computed using a flat noise curve,
versus the highest resolution NR waveforms. Histograms are
normalized to show the error fraction per log-mismatch, such
that the area under each curve is the same. A su�cient but
not necessary condition for a mismatch to have a negligible
e↵ect is that the signal-to-noise ratio (SNR) lies below the
limiting SNR ⇢⇤ = 1/

p

2Mismatch given on the top axis [69].
Top: All modes available to each waveform model are in-
cluded, and the NR waveforms use all `  5 modes. Middle:
All coprecessing-frame modes other than (2,±2) are set to
zero in all waveforms. Bottom: All coprecessing-frame modes
other than (2,±1) and (2,±2) are set to zero in all waveforms.
These restricted mode studies are done to compare more di-
rectly with IMRPhenomPv2 and SEOBNRv3, which retain
the coprecessing-frame modes of the middle and bottom pan-
els respectively.

also compute mismatches for total masses M between
20M� and 320M� using the advanced LIGO design sen-
sitivity [68]. In Fig. 18, the lower and upper curves for
each waveform model denote the median mismatch and
95th percentile mismatch. We note that for M < 114�,
some NR and surrogate waveforms begin at f

min

> 10Hz
and the noise-weighted inner products will not cover the
whole advanced LIGO design sensitivity band. The sur-
rogate model errors increase with total mass, indicating
a larger amount of error in the merger phase and less
error in the inspiral phase. Note that our largest system-
atic source of error, the approximate treatment of the
waveform’s dependence on the angle �

�

, is much larger
during the merger than during the inspiral, as discussed
in § IVD and plotted in Fig. 12. This error source arises
from our attempt to model a 5d parameter space with a
4d surrogate model, so it will not be relevant for a full
7d surrogate model. Even with this error, our surrogate
model performs better than the other waveform models
up to 320M� within the surrogate parameter space.

Blackman et al 2017

http://adsabs.harvard.edu/abs/2015PhRvL.115l1102B
http://adsabs.harvard.edu/abs/2017arXiv170101137O


Parameter estimation: foundations

• Evidence for signal

!

!

!
• Inputs: 


• Prior knowledge                                      about distribution of 

• Signal model

• Noise model

• Algorithm for integral/exploration in many dimensions

!

• Noise model: Gaussian
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Z(d|H1) � p({d}|H1)
p({d}|H0)

=
�

d�p(��|H1)
p({d}|��, H1)
p({d}|H0) H1 : with signal 

H0 : no signal
posterior distribution

p({d}|��, H1) = p({d� h(��)}|H0)
h(�)
p({d}|H0)

p(�|H1) �

L � p({d}|��, H1)/p({d}|H0)

=
e��h(�)�d|h(�)�d�/2

e��d|d�/2



How to explore the space?

• Grids?


• Monte Carlo   

• Trivial theory & convergence. Embarassingly parallel.


!

• Many adaptive variants


• MCMC: Oracle for independent samples

• Easy to get started: write likelihood+prior


• “Walker” with jumps satisfying detailed balance + ergodicity. Serial.


• Results follow by histograms.  Coordinate transformations trivial.


• Many adaptive variants


• Practical efficiency and convergence tests rare, tricky

20

Lred(⇥) =

Z L(⇥, �)p(�)
ps(�)

ps(�)d� � 1

N

NX

i=1

L(⇥, �i)p(�i)
ps(�i)

Lred(⇥) =

Z
L(⇥, �)p(�)d�



Example: Two integration-based strategies
• Parameter estimation for GW sources: Compare models and data, using gaussian statistics


!
!

• Method 1: grid :    [e.g., Pankow et al 2015 (1502.04370)]


• Integrate over extrinsic parameter space [NR can’t vary intrinsic params] 


!
!
!

• Stitch likelihood from discrete evaluations


• Currently: Aligned spin via fit (or GP)


!
• Posterior via Bayes

21

lnL(�; �) = �1
2

�

k

�hk(�, �) � dk|hk(�, �) � dk�k � �dk|dk�k
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Abbott et al 2016, PRD 94 4035
Lmarg(�) �

�
L(�, �)p(�)d�

Lmarg(�k)

ppost(�) =
Lmarg(�)p(�)�
d�Lmarg(�)p(�)

http://adsabs.harvard.edu/abs/2016PhRvD..94f4035A


Example: Two integration-based strategies
• Parameter estimation for GW sources: Compare models and data, using gaussian statistics


!
!

• Method 1: grid :    [e.g., Pankow et al 2015 (1502.04370)]


• Integrate over extrinsic parameter space [NR can’t vary intrinsic params] 


• Method 2: pure Monte Carlo [e.g., ROS et al 2017]


• Use a model which can be evaluated everywhere


• Posterior = histogram
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lnL(�; �) = �1
2
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k

�hk(�, �) � dk|hk(�, �) � dk�k � �dk|dk�k
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�O’Shaughnessy, Blackman, Field 2017 (1701.01137) 
M=150, q=2, aLIGO SNR=25, zero spin

No higher modes

With higher modes

ILE+ EOBNRv2HM [ Reference ]  
ILE + ROM on grid 
ILE+ROM Monte Carlo



Short, high-mass signals
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Abbott et al, PRL 116, 061102 (2016) 

propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5

ðm1 þm2Þ1=5
¼ c3

G

!
5

96
π−8=3f−11=3 _f

"
3=5

;

where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
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of the detectors, the waveforms of GW150914,
GW151226, and LVT151012 are also shown. The expected
signal-to-noise ratio (SNR) ρ of a signal, hðtÞ, can be
expressed as

ρ2 ¼
Z

∞

0

ð2j ~hðfÞj
ffiffiffi
f

p
Þ2

SnðfÞ
d lnðfÞ; ð1Þ

where ~hðfÞ is the Fourier transform of the signal. Writing it
in this form motivates the normalization of the waveform
plotted in Fig. 1, as the area between the signal and noise
curves is indicative of the SNR of the events.
The gravitational-wave signal from a BBH merger takes

the form of a chirp, increasing in frequency and amplitude
as the black holes spiral inwards. The amplitude of the
signal is maximum at the merger, after which it decays
rapidly as the final black hole rings down to equilibrium. In
the frequency domain, the amplitude decreases with fre-
quency during inspiral, as the signal spends a greater
number of cycles at lower frequencies. This is followed
by a slower falloff during merger and then a steep decrease
during the ringdown. The amplitude of GW150914 is
significantly larger than the other two events, and at the
time of the merger, the gravitational-wave signal lies well
above the noise. GW151226 has a lower amplitude but
sweeps across the whole detector’s sensitive band up to
nearly 800 Hz. The corresponding time series of the three
waveforms are plotted in the right panel of Fig. 1 to better
visualize the difference in duration within the Advanced
LIGO band: GW150914 lasts only a few cycles, while
LVT151012 and GW151226 have lower amplitudes but last
longer.
The analysis presented in this paper includes the total set

of O1 data from September 12, 2015 to January 19, 2016,

which contain a total coincident analysis time of 51.5 days
accumulated when both detectors were operating in their
normal state. As discussed in Ref. [13] with regard to the
first 16 days of O1 data, the output data of both detectors
typically contain nonstationary and non-Gaussian features,
in the form of transient noise artifacts of varying durations.
Longer duration artifacts, such as nonstationary behavior in
the interferometer noise, are not very detrimental to CBC
searches as they occur on a time scale that is much longer
than any CBC waveform. However, shorter duration
artifacts can pollute the noise background distribution of
CBC searches. Many of these artifacts have distinct
signatures [49] visible in the auxiliary data channels from
the large number of sensors used to monitor instrumental or
environmental disturbances at each observatory site [50].
When a significant noise source is identified, contaminated
data are removed from the analysis data set. After applying
this data quality process, detailed in Ref. [51], the remain-
ing coincident analysis time in O1 is 48.6 days. The
analyses search only stretches of data longer than a
minimum duration, to ensure that the detectors are operat-
ing stably. The choice is different in the two analyses and
reduces the available data to 46.1 days for the PyCBC
analysis and 48.3 days for the GstLAL analysis.

III. SEARCH RESULTS

Two different, largely independent, analyses have been
implemented to search for stellar-mass BBH signals in the
data of O1: PyCBC [2–4] and GstLAL [5–7]. Both these
analyses employ matched filtering [52–60] with waveforms
given by models based on general relativity [8,9] to search
for gravitational waves from binary neutron stars, BBHs,
and neutron star–black hole binaries. In this paper, we
focus on the results of the matched-filter search for BBHs.

FIG. 1. Left panel: Amplitude spectral density of the total strain noise of the H1 and L1 detectors,
ffiffiffiffiffiffiffiffiffi
SðfÞ

p
, in units of strain per

ffiffiffiffiffiffi
Hz

p
,

and the recovered signals of GW150914, GW151226, and LVT151012 plotted so that the relative amplitudes can be related to the SNR
of the signal (as described in the text). Right panel: Time evolution of the recovered signals from when they enter the detectors’ sensitive
band at 30 Hz. Both figures show the 90% credible regions of the LIGO Hanford signal reconstructions from a coherent Bayesian
analysis using a nonprecessing spin waveform model [48].

B. P. ABBOTT et al. PHYS. REV. X 6, 041015 (2016)
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Short, high-mass signals
• Few cycles for leverage, and fewer precession cycles
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following section and are consistent with our expect-
ations for an astrophysical BBH source. The inferred
component masses of LVT151012 lie roughly between
the masses of GW150914 and GW151226, as shown
in Fig. 4.

IV. SOURCE PROPERTIES

In this section, we present the inferred properties of the
sources of GW150914, LVT151012, and GW151226,
assuming that the signals each originate from a binary
coalescence as described by general relativity. Tests of the
consistency of the signal with the predictions of general
relativity are presented in Sec. V. Full results for
GW150914 have been provided in Refs. [39,40], and
key results for LVT151012 have been given in
Ref. [44]. Here, we give results based upon an updated
calibration of the data. The analyses of all three signals

closely mirror the original analysis of GW150914, as
detailed in Ref. [39] and described in Appendix B.
The analysis makes use of two waveform models, the

double aligned spin waveform model (EOBNR) [8,9] and
an effective precessing spin model (IMRPhenom) [36–38].
Results from the two waveforms are similar, and the data
give us little reason to prefer one model over the other. We
therefore average the posterior distributions from two
waveforms for our overall results. These are used for the
discussion below, except in Sec. IV B, where we also
consider measurements of spin alignment from the pre-
cessing IMRPhenom waveform.
The results match our expectations for a coherent

signal in both detectors and give us no reason to suspect
that any of the signals are not of astrophysical origin. All
three signals are consistent with originating from BBHs.
Key parameters for the three events are included in
Table I and plotted in Figs. 4,5, and 6. Detailed results
are provided in Table IV in Appendix B.

FIG. 4. Posterior probability densities of the masses, spins, and distance to the three events GW150914, LVT151012, and GW151226.
For the two-dimensional distributions, the contours show 50% and 90% credible regions. Top left panel: Component massesmsource

1 and
msource

2 for the three events. We use the convention that msource
1 ≥ msource

2 , which produces the sharp cut in the two-dimensional
distribution. For GW151226 and LVT151012, the contours follow lines of constant chirp mass (Msource ¼ 8.9þ0.3

−0.3M⊙ and
Msource ¼ 15:1þ1.4

−1.1M⊙, respectively). In all three cases, both masses are consistent with being black holes. Top right panel: The
mass and dimensionless spin magnitude of the final black holes. Bottom left panel: The effective spin and mass ratios of the binary
components. Bottom right panel: The luminosity distance to the three events.

B. P. ABBOTT et al. PHYS. REV. X 6, 041015 (2016)

041015-12

Abbott et al, PRX 2016

A. Masses

The binary component masses of all three systems lie
within the range expected for stellar-mass black holes. The
least massive black hole is the secondary of GW151226,
which has a 90% credible lower bound that msource

2 ≥
5.6M⊙. This is above the expected maximum neutron star
mass of about 3M⊙ [80,81] and beyond the mass
gap where there is currently a dearth of black holes
observed in x-ray binaries [82–84]. The range of our
inferred component masses overlaps with those for stellar-
mass black holes measured through x-ray observations but
extends beyond the nearly 16M⊙ maximum of that
population [85–87].
GW150914 corresponds to the heaviest BBH system

(Msource ¼ 65.3þ4.1
−3.4M⊙) we observed, and GW151226

corresponds to the least massive (Msource ¼ 21.8þ5.9
−1.7M⊙).

Higher mass systems merge at a lower gravitational-wave
frequency. For lower-mass systems, the gravitational-wave

signal is dominated by the inspiral of the binary compo-
nents, whereas for higher-mass systems, the merger and
ringdown parts of the signal are increasingly important.
The transition from being inspiral dominated to being
merger and ringdown dominated depends upon the sensi-
tivity of the detector network as a function of frequency;
GW150914 had SNR approximately equally split between
the inspiral and post-inspiral phases [41]. Information
about the masses is encoded in different ways in the
different parts of the waveform: The inspiral predominantly
constrains the chirp mass [70,88,89], and the ringdown is
more sensitive to the total mass [90]; hence, the best-
measured parameters depend upon the mass [91–93]. This
is illustrated in the posterior probability distributions for the
three events in Fig. 4. For the lower-mass GW151226 and
LVT151012, the posterior distribution follows curves of
constant chirp mass, but for GW150914, the posterior is
shaped more by constraints on the total mass [94].
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−1.7M⊙).
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FIG. 4: Angular momentum dominated versus spin-dominated
binaries: In terms of the mass and spin of the black hole, contours
of the ratio � = |~S|/|~L| evaluated at 40Hz. The bottom left re-
gion is angular-momentum dominated (|~L| � |~S|); the top right
region of large black hole mass and spin is strongly spin-dominated
(|~S| � |~L|). Contours show the ratio |~S|/|~L| ⌘ � = 1 (thick
curve), sin⇡/4 = 1/

p
2, sin⇡/6 = 1/2 and sin⇡/8, evaluated

with a 1.4M� NS companion, versus the black hole mass and spin
parameters mBH ,�BH . Above (below) the thick curve, BH-NS bi-
naries’ total angular momenta are spin (orbit) dominated in band. If
spin and orbital angular momenta are nearly antialigned, these bi-
naries have undergone transitional precession at lower frequencies,
typically not in band. Conversely, for orbital-angular-momentum-
dominated binaries (� < 1), transitional precession has not occurred
in the past at lower frequencies and may, if anti-aligned and � near
1, occur in band in the immediate future. Finally, below the bottom
curve, BH-NS binaries waveforms are modulated little by precession
in band.

and bounded above by

�

max

⌘ sin�1

� . (8)

In the neighborhood of this extreme misalignment, at  = ��,
the opening angle is nearly stationary with spin-orbit mis-
alignment (i.e., d cos�/d ' 0). In short, a distribution of
~

L dominated binaries has two choices for spin-orbit misalig-
ment (i.e., two values of ) consistent with each realized open-
ing angle. Additionally, because of the local maximum in �

as a function of , a randomly oriented distribution of spins
will have opening angles � that cluster near that maximum
(i.e., � ' �

max

). To illustrate which regions are ~

L and ~

S

dominated, Figure 4 shows contours of constant �, assuming
m

2

= 1.4M�.

C. Regions of parameter space II: Steady precession and
geometry

Unless transitional precession happens in band, ground-
based gravitational-wave detectors are sensitive to emission
from a relatively well-defined epoch: the precession cone has
relatively constant opening angle [Fig. 1]. Quantitatively,
we define a reference frequency f

peak

corresponding to the
frequency up to which half of the signal power has been ac-
cumulated. The specific reference frequency depends on the
noise curve adopted.5 For this paper, we adopt the fiducial
advanced LIGO noise curve with zero-detuned signal recy-
cling; see [41]). This includes a low-power mode for which
f

peak

' 40Hz and high-power for which f

peak

' 60Hz.
However, all planned noise curves we have examined have a
reference frequency in the neighborhood of which a constant
precession cone is a good approximation. Henceforth the ra-
tio � = |S

1

|/|L| and opening angle � between L̂ and Ĵ will
refer to quantities predicted at this frequency by the simple
precession expressions [Eqs. 4,3].6

Second, not only is the precession cone nearly fixed, but
as shown in Figure 2 at least a few complete precession cy-
cles occur between 20� 100Hz, where most of the signal-to-
noise accumulates. For example, for an angular-momentum-
dominated binary (� ⌧ 1), the number of precession cycles
for a single-spin binary can be approximated by the spin-
independent expression

N

P

'
Z

⇡f

max

⇡f

min

df

orb

dt

df

orb

⌦
p

=
5

96
(2 + 1.5

m

2

m

1

)[(M⇡f

min

)�1 � (M⇡f

max

)�1]

⇡ 27(1 + 0.75m
2

/m

1

)

M/10M�
(9)

with a comparable but spin-dependent number for an S-
dominated binary (� � 1); see ACST Eqs. (45, 63) for
a general solution. As indicated by Figure 2, each preces-
sion cycle usually accumulates a comparable proportion of
detectable power (i.e., each pair of peaks is a similar order
of magnitude in area). More critically, the figure indicates
that at least one and often several precession cycles contribute
to the total signal to noise. With many precession cycles, a
gravitational-wave detector should be relatively insensitive to
the initial value of the precession phase.

For our purposes, then, the binary undergoes nearly steady
simple precession in band. The instantaneous beam pattern of

5 In the text we choose the reference frequency as the half-power point,
where

R
f�7/3/Sh(f)df reaches half of its total value. Alterna-

tively, the reference frequency can be set by maximizing d⇢/d ln f =
4f |h̃(f)|2/Sh, or even phenomenologically, in whatever manner is
needed for numerically-calculated amplitude and match to reproduce our
expressions. For the noise curves considered in this paper, all approaches
nearly agree.

6 For simplicity, we adopt the leading-order (Newtonian) expression for
r(f). Higher order corrections are small.

above 20 Hz



Priors: Parse statements about spin with care
• Issue: Likelihood alone not compelling, so prior choices matter


• Notes: Current prior is uniform in spin magnitude and both masses 


• Large aligned spins unlikely (alignment+magnitude: doubly special)


• Configurations with two dynamically-significant spins very unlikely


!
• Example:
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How accurately can we measure parameters?
• Model adequacy:


• At low SNR / face on, we won’t do terribly with what we have  [Abbott et al 2017; Varma et al 2017]


• If nature is kind, we could need better models soon  [A. Taracchini today]


!
• Assessments based on one model (IMRP) with a single spin  [Vitale et al 1611.01122; a few masses & spins]


• Effectively spins: fairly reliably


• Masses: few - several tens percent total


• Individual spins: poor


• What about systematics ?  ….
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the chirp mass and the total mass [44–46]. Furthermore,
since the length of the inspiral phase shortens as the mass
increases [3, 4], the measurement of the chirp mass should
slightly worsen as the masses increase.

In Fig. 2 we report the 90% CI for the source-frame
chirp mass measurement (y axis) against the true in-
jected source-frame chirp mass, while the colorbar re-
ports the injected redshift z. Here and in other plots
(unless otherwise indicated) a yellow star reports the val-
ues for GW150914 (since we don’t know the “true” value
in this case, the x axis refers to the median measured
values as given in Ref. [4]).

We do not see a strong correlation between injected
mass and uncertainties. The only clear trend is that
closer events have smaller uncertainties, due to their high
SNRs. What is happening is that, as mentioned above,
the shape of the signal in the detector will depend on the
detector-frame masses, and thus on the redshift. If one
plots the uncertainties against the detector-frame chirp
mass, Fig. 3, then the correlation becomes evident.

Typical uncertainties span a broad range, from a few
to ⇠ 20M�, depending on the detector frame chirp mass.
This translates to relative uncertainties (over the injected
value) in the range few-60%, as shown in Fig. 4, where
once again the colorbar reports the redshift, with a peak
at ⇠30%.

In all these plots, we see that the uncertainties for
GW150914 seem to be quite typical of systems with com-
parable masses.

FIG. 2. The distribution of the 90% CI uncertainty in the
estimation of the source-frame chirp mass (y axis) against
the true source-frame chirp mass (x axis). The colorbar is
the redshift of the sources. A star reports the coordinates of
GW150914.

From an astrophysical point of view, the most relevant
mass parameters are the component masses and, relat-
edly, the mass ratio. In fact, measuring the masses of
heavy BH would allow to estimate their mass distribu-
tions, while the mass ratio can be used to distinguish
formation channels [47].

In Fig. 5 we show the relative uncertainties for the
source-frame mass of the primary BH (i.e. the most mas-
sive) against the intrinsic chirp mass. We see that 90%
CI uncertainties of the order of several tens of percent
will be common for quiet events, while nearby or loud
events can have uncertainties of a few tens of percent.

FIG. 3. The distribution of the 90% CI uncertainty in the
estimation of the source-frame chirp mass (y axis) against
the true detector-frame chirp mass (x axis). The colorbar is
the redshift of the sources. A star reports the coordinates of
GW150914.

FIG. 4. The distribution of the 90% CI relative uncertainty
(in percent over the true value) in the estimation of the source-
frame chirp mass (y axis) against the true detector-frame
chirp mass (x axis). The colorbar is the redshift of the sources.
A star reports the coordinates of GW150914.

GW150914 lives near the tail of the distribution, with
uncertainty of ⇠ 25%, since its SNR was large (⇠ 23.7).
The histogram on the right side reports the distribution
of the uncertainties. For a population like the one we
considered here, the peak is at ⇠ 40%.
A similar plot for the secondary object is shown on

Fig. 6. We see that the uncertainties are similar to what
obtained for m1, with a slightly larger median.
Earlier in this section we mentioned that for heavy

BBH, we expect the total mass to be estimated as well
as the chirp mass (while for BBH of hundreds of so-
lar masses, it will be estimated better than the chirp
mass [44–46]). This is indeed confirmed by Fig. 7, where
we see that typical uncertainties in the measurement of
the source-frame total mass will be of a few tens of per-
cent, with a peak of probability at ⇠ 25%.

B. Spins

The uncertainties for the spins for GW150914 covered
most of the prior range, with only extreme spins ex-
cluded [4, 6]. In Ref. [48] we have shown how uncertain-
ties will generally be large for systems with comparable
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FIG. 11. In the x axis we give the maximum value of the spin
magnitude of the primary BH. The red circles give the fraction
of events (y axis) with that maximum spin for which the 5th

posterior percentile is larger than 0.05. The blue diamonds
report the fraction of events for which the 95th percentile is
smaller than 0.95. If the underlying population is made of
BH with small spins (left side of the plot) ⇠ 90% of the times
one can exclude that the primary BH had large spin.

FIG. 12. For all events, median value of the primary BH spin
with 90% CI. The empty green diamonds indicate the true
spins. The two horizontal black lines are at 0.05 and 0.95.

favor some formation models for compact binaries [56].
In fact, the main claim that could be made about the
spins of GW151226 is that �

eff

was positive and non-
zero [3, 4]. We find that �

eff

is estimated better than
either component spins. A similar conclusion was reached
by Ref. [49] for aligned-spin BBHs. In Fig. 13 we show
the distribution of the 90% CI for �

eff

against the de-
tector frame chirp mass. The colorbar reports the true
�

eff

. We see that the uncertainties are typically much
smaller than what obtained while estimating the compo-
nent spins (Figs. 8 and 9). This is not surprising, since it
is the total spins, and in particular its projection along
the orbital angular momentum, that a↵ects the waveform
length in both time and frequency domain. In particular,
10% of events will have 90% CI uncertainties below 0.17,
with the typical event having uncertainties of ⇠0.35. For
comparison, GW150914 had a 90% CI of 0.28 [4]. In
Fig. 14 we show the median estimates for �

eff

with the

FIG. 13. The distribution of the 90% CI uncertainty in the
estimation of �eff (y axis) against the true detector-frame
chirp mass (x axis). The colorbar shows the true �eff . A
star reports the coordinates of GW150914. The dashed line
on the histogram marks the abscissa of the 10th percentile.

90% CI for all simulated events, with the green diamonds
reporting the true simulated values. The small uncertain-
ties suggest one might learn from �

eff

more rapidly than
from the component spins. We have verified how often
one can exclude negative (positive) values for �

eff

if the
underlying population has positive (negative) true val-
ues, Fig. 15. The arrows pointing to the left report the
fraction of events having �

eff

below the corresponding
abscissa for which the 95th percentile of the �

eff

poste-
rior is negative. We see that when the populations has
�

eff

below -0.3, ⇠70% of events can be correctly identi-
fied as having negative �

eff

. The leftmost point is not
reliable since very few events in our population have �

eff

below -0.4. We expect that if the population extended to
more negative values, the e�ciency would continue to go
up. We see this happening when we perform the opposite
exercise (arrows pointing to the right). For example, if
the population has positive �

eff

larger than +0.3, 80%
of the times negative �

eff

can be excluded. Naturally,
the exact numerical values of the e�ciency at measuring
the sign of �

eff

depends on the population we simulated.
However it seems safe to say that it is a much easier mea-
surement than that of the individual spins.

FIG. 14. For all events, median value of �eff 90% CI. The
empty green diamonds indicate the true values.
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How accurately can we measure parameters?
• Some lines of sight are more likely to be detected than others
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FIG. 6. Results for precessing NR injections (SXS:BBH:0308) with
face-on or edge-on inclination (✓JN = 6� and 84�, respectively) and
either including higher harmonics up to ` = 8 (compare with Fig. 4)
or just the ` = 2 modes in the mock signal. All injections are per-
formed at fiducial polarization angle  = 82�. The precessing IMR-
Phenom model is used as the template waveform. We show two-
dimensional 90% credible regions for component masses and e↵ec-
tive spins.

GW150914. The waveforms in this family vary in their orbital
eccentricity, cf. Table II.

There is no unambiguous GR definition of eccentricity, so
we calculate an eccentricity estimator [128] from the instan-
taneous frequency of the GW using a Newtonian model. We
assume that the GW frequency is twice the orbital frequency
of a Newtonian orbit, but fit for additional degrees of freedom
to model GR e↵ects such as inspiral and precession of the or-
bit.

We estimate the eccentricity by fitting a short portion of the
instantaneous GW frequency, !GW, to the form

!GW = 2n(t)
p

1 � e2

⇥
1 � e cos (u(t))

⇤2 (16)

n(t) = n0 [1 + a(t � tref)] (17)
u(t) = 2⇡(t � tref � t0)/P (18)

This is twice the angular frequency expected from a Newto-
nian eccentric orbit, with the slow inspiral modeled as a linear

variation of the parameter n with time. We do not enforce the
Newtonian relation n = 2⇡/P, since it is broken in the GR
case by pericentre advance. u(t) would properly be obtained
using the Kepler equation. However, we do not find this nec-
essary, and have e↵ectively expanded it in small e. This ex-
pansion leads to good fits for the small values of e that we are
simulating. It is necessary to include the nonlinear terms in e
for the large-scale behavior of !GW in order to get a good fit
when e & 0.1. We find that using the coordinates of the hori-
zon centroid, instead of the GW frequency, leads to qualitative
disagreement with this simple Newtonian model, whereas the
GW frequency matches very well.

Unlike the spin magnitudes and mass ratio, the eccentricity
evolves significantly in the 14 orbits covered by the eccen-
tric simulations, so assigning a single number to each config-
uration requires selecting a specific point in the evolution at
which to quote the eccentricity.

We quote the eccentricity at a reference time tref at which
the mean GW frequency 2n is 23.8 Hz assuming the source
mass is 74 M�. This is 2Mn = 0.0545424 in geometric units.

We obtain eccentricities up to e = 0.13 at the reference
time; see Table II. Even “circular” NR waveforms have a small
eccentricity, as it is not possible to reduce this to zero. For
example, the smallest eccentricity in the family of waveforms
considered here is ⇠ 10�4, not 0.

We inject the above eccentric aligned-spin NR waveforms
into zero noise and recover with the quasi-circular non-
precessing EOBNR templates. Fig. 7 shows posteriors for the
chirp mass, mass-ratio and aligned spin on the larger BH as
a function of eccentricity. We find that eccentricities smaller
than ⇠ 0.05 in the injected NR waveform (with the eccentric-
ity definition introduced above) do not strongly a↵ect param-
eter recovery and lead to results comparable to quasi-circular
NR waveforms. Biases occur for larger eccentricity. The right
panel of Fig. 7 shows how the log likelihood drops sharply if
the eccentricity is above 0.05 and the disagreement between
the eccentric signal and quasi-circular template increases.

E. E↵ect of detector noise

So far in this study we have focussed on NR injections in
zero noise using only an estimated PSD from the detectors in
order to assess waveform systematics. The results obtained
with this method are missing two potentially important ef-
fects:

� While we obtain the posterior probability density func-
tion e↵ectively averaged over many noise realizations,
the zero-noise method does not assess how noise real-
izations with typical deviations from the average will
a↵ect the posteriors.

� The usual interpretation of our credible intervals relies
on the assumption that both our signal and noise model
are an appropriate description of the data. The previ-
ous sections addressed the signal model, but the zero-
noise method does not take into account the properties

Abbott et al  (1611.0753) Reconstructions on this slide all done without higher modes

11

FIG. 4. Inclination dependence of parameter recovery. Two NR waveforms primarily di↵ering in �p (SXS:BBH:0308 in left column;
CFUIB0020 in right column) are injected with di↵erent ✓JN as given on the ordinate axes. Shown on the abscissa axes are 90% credible
intervals (blue / gray bands) and medians (asterisks / circles) for these precessing NR signals recovered with the precessing IMRPhenom
model. Injected parameter values are shown as red dash-dotted lines, except for the bottom two panels where the injected values depend on  
and are shown in blue (dotted) and gray (dash-dotted). Shown from top to bottom are chirp massM, mass-ratio q, e↵ective precession spin
�p, the angle ✓JN and luminosity distance DL. The analysis is repeated for two choices of detector polarization angle  , with the one shown in
grey representing a detector orientation approximately canceling h+.

Edge-on lines of sight lead to biased reconstructions 
(if performed without higher order modes)



How accurately can we measure parameters?
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M (M�) q �e↵ �p
Median Bias 90% CI Median Bias 90% CI Median Bias 90% CI Median Bias 90% CI

SXS:BBH:0049 M = 27.15 M� q = 0.3 �e↵ = 0.13 �p = 0.5
◆ = 163� 27.47 -0.32 4.92 0.31 0.02 0.18 0.14 -0.01 0.24 0.20 0.30 0.46
◆ = 90� 20.28 6.87 3.44 0.28 0.05 0.12 -0.66 0.78 0.28 0.14 0.36 0.13
◆ = 90�,  = 120� 29.06 -1.92 6.28 0.33 0.01 0.14 0.19 -0.06 0.33 0.60 -0.10 0.28

SXS:BBH:0522 M = 30.79 M� q = 0.57 �e↵ = �0.65 �p = 0.56
◆ = 163� 32.63 -1.84 5.21 0.79 -0.22 0.42 -0.56 -0.09 0.30 0.39 0.17 0.50
◆ = 90� 30.26 0.53 9.46 0.46 0.11 0.58 -0.55 -0.11 0.46 0.36 0.20 0.59
◆ = 90�,  = 120� 31.06 -0.27 5.98 0.67 -0.10 0.49 -0.63 -0.03 0.35 0.39 0.17 0.48

SXS:BBH:0531 M = 30.8 M� q = 0.57 �e↵ = 0.66 �p = 0.55
◆ = 163� 30.29 0.51 3.08 0.46 0.11 0.35 0.61 0.05 0.19 0.36 0.19 0.45
◆ = 90� 27.06 3.73 4.26 0.25 0.32 0.13 0.50 0.16 0.22 0.38 0.17 0.37
◆ = 90�,  = 120� 30.51 0.29 3.32 0.44 0.13 0.34 0.63 0.03 0.20 0.29 0.26 0.44

TABLE V. Medians, absolute biases (di↵erence between injected value and the median) and the width of 90% credible intervals for several
SXS configurations (see Table III). The results are given for the chirp massM, the mass-ratio q, the e↵ective aligned spin �e↵ and the e↵ective
precession spin �p. The precessing IMRPhenom model was used as a template for the fiducial inclination and edge-on inclination ◆ = 90�. The
polarization angle is fixed to the fiducial value  ⇠ 82�, except where indicated.
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• Chirp rate (df/dt) set by “chirp mass”


• “Exactly” measurable

Long, low-mass signals can be very degenerate
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FIG. 1: Chirp mass and mass ratio 90% confidence in-
terval: Zero spin: Assuming our fiducial nonspinning sig-
nal is present in distinct realizations of Gaussian noise (colors,
described below), the contour shows the 90% confidence in-
tervals forMc, � derived from the half of our zero-spin calcu-
lations marked with “*”. Solid curves correspond to a signal
without higher harmonics; dotted curves include higher har-
monics; and colors denote specific noise realizations listed in
Table III, not all of which appear in this figure: zero noise
(black); 1234 (blue); and 56789 (red). All posteriors have
similar shape; di�erences between the estimated posteriors
are consistent with finite sample and noise realization e�ects.
Higher harmonics do not improve our estimates of intrinsic
parameters in any noticeable way. For comparison, the thick
black solid and dotted curves are analytic estimates using the
e�ective Fisher matrix normalized to ⇥ = 20, described in
greater detail in Section V. To help translate these results
to an astrophysically relevant scale, the two black points and
pairs indicate the chirp mass and mass ratios corresponding
to (m1/M�, m2/M�).

This quantity is a ratio of characteristic (parameter) vol-
umes: the volume consistent with observations and the
prior volume. It is straightforward to calculate from our
simulations and does not require any assumptions such
as approximate Gaussianity. In principle, by comparing
measurements with and without higher harmonics, we
can quantify their relative impact. The results of this
expression are provided in Table III.

To provide a sense of scale, the numerical increase in
evidence and decrease in V/Vprior can be estimated using
the signal amplitude ⇥ and the expected number of mea-

prior volume ratio from its determinant, as in Eq. (18). However,
we do not rely on this assumption and instead compute it directly
from the evidence.

surable dimensions De� . A model with higher harmonics
has a higher signal amplitude ⇥ in any noise realization;
for the nonspinning model with zero noise and hence 8 or
9 parameters, ⇥ is 21.03 versus 20.32, respectively [Table
III]. The evidence scales as Z ⇤ ⇥�Deff exp+⇥2/2 [Eqs.
(20,17,19)]; for example, � lnZ ⇥ 7.5 between the non-
spinning model with and without higher harmonics, in
zero noise. This expression crudely explains the large
evidence di⇥erences between scenarios with and without
higher harmonics, up to systematic errors in our calcula-
tion of lnZ explained in Appendix C. Similarly, the prior
volume scales as

� lnV/Vprior ⇥ �De�� ln ⇥ ⇥ �De��⇥/⇥ (38)

This expression suggests that the volume fraction
V/Vprior deceases relatively little because the amplitude
increases little; for example, this expression suggests
� lnV/Vprior ⇥ 0.3 for the zero-spin binary in zero noise.
In fact, higher harmonics have a much more signifi-
cant e⇥ect on V/Vprior than this estimate would suggest:
� lnV/Vprior ⇥ �3 (zero spin) or perhaps �4 (aligned
spin). Higher harmonics provide more information than
the increase in SNR would suggest by breaking degen-
eracies in the Fisher matrix. For this system, though,
our experience with most one- and two-dimensional dis-
tributions [Table IV and Figures 1, 3, and 4] suggests the
broken degeneracy is between two largely uninteresting
parameters (the polarization angle ⇧ and the reference
orbital phase ⌅ref) with small improvements in measura-
bility distributed among the other parameters.

Because ln V/Vprior changes by less than 3 in our sim-
ulations, higher harmonics cannot improve the prod-
uct of uncertainty in parameters by more than a factor
e�3 ⇥ 20. By contrast, for the systems simulated, higher
harmonics improve our ability to measure one polariza-
tion combination (here, ⇧�), reducing ⇤�� by about a
factor of 3 [Table IV] – roughly 1/3 of all of the available
information content. The remaining factor is distributed
among small changes in the remaining 8 parameter com-
binations, at the tens of percent level or less (i.e., set
by (ln 20/3)/d). These results strongly suggest higher
harmonics have little global impact, bounding above the
extent to which higher harmonics can modify global cor-
relations for these strong nonprecessing signals.

Similar conclusions can be drawn from almost all of
our simulations with noise: comparing simulations with
the same noise realization and physics with and with-
out higher harmonics, usually lnV/Vprior changes by less
than of order 3. That said, a few pairs of simulations
have claimed prior volume di⇥erences that are signif-
icantly larger than this value; most notably, the zero
spin 56789* realizations with and without noise have
� lnV/Vprior ⇥ �27.3 + 40.4 ⇥ 13. By contrast, these
simulations have nearly regular one- and two-dimensional
parameter distributions [Table IV and Figures 1 and 4].
Too, when the evidence is calculated using a di⇥erent
method, described in Appendix C, this discrepancy dis-
appears. We suspect that direct evidence integration,

BH-NS, no spin
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Source Harmonics Seed ⇥ ⇥rec ln Z ln V/Vprior ⇤Mc
⇤� ⇤a DKL Neff

⇥103 ⇥103 (Mc, �) (⌅0, ⌅3) (Mc, ��2) (Mc, �, a1) (⌅0, ⌅3, a1) (Mc, ��2, a1)

Zero spin no - 20.33 20.64 180. -33.4 2.13 1.40 - 0 0 0 - - - 7517

Zero spin no 1234 20.33 20.5 177. -33.3 2.26 1.40 - 0.026 0.035 0.048 - - - 8025

Zero spin no 56789 20.33 20.34 172. -34.8 2.57 1.52 - 0.089 0.074 0.061 - - - 10403

Zero spin with - 21.01 21.33 191. -36.3 1.97 1.25 - 0.029 0.028 0.026 - - - 8027

Zero spin with 1234 21.01 21.76 200. -37. 1.90 1.16 - 0.087 0.076 0.068 - - - 7511

Zero spin with 56789 21.01 20.67 177. -36.6 2.34 1.33 - 0.13 0.12 0.12 - - - 11358

Aligned spin no - 22.34 22.67 222. -34.6 6.19 7.89 0.038 0 0 0 0 0 0 9841

Aligned spin no 1234 22.34 22.81 225. -35.1 5.50 7.12 0.029 0.018 0.018 0.030 0.13 0.13 0.15 8670

Aligned spin no 56789 22.34 24.89 272. -37.5 4.70 4.34 0.021 0.95 0.26 0.093 1.6 0.9 0.79 10508

Aligned spin with - 22.86 23.18 231. -37.8 5.15 5.83 0.035 0.16 0.12 0.10 0.19 0.14 0.12 3355

Aligned spin with 1234 22.86 23.67 241. -39.5 4.74 4.98 0.030 0.45 0.27 0.17 0.56 0.35 0.24 5572

Aligned spin with 56789 22.86 25.41 280. -43.2 3.93 4.13 0.017 1.1 0.43 0.44 2.8 2.3 2.4 12070

TABLE III: Simulation results: Table of distinct simulations performed. The first set of columns indicate which of the two
fiducial binaries was used (zero spin vs aligned spin), whether higher harmonics were included, and random seed choice used
to generate noise (a “-” means no noise was used). The two quantities ⇥, ⇥rec provide the injected and best-fit total signal
amplitude in the network [Eqs. (18,20)]. The latter quantity depends on the noise realization of the network. The columns
for ln Z and V/Vprior provide the evidence [Eq. (14)] and volume fraction [Eq. (16)]; the evidence, volume fraction, and signal
amplitude are related by ⇥2

rec/2 = ln Z/(V/Vprior). The next three columns show the one-dimensional standard deviations in
chirp mass (⇤Mc), symmetric mass ratio (⇤�), and BH dimensionless spin (⇤a). These quantities fluctuate significantly, driven
both by noise realization dependence and the large number of e�ective samples needed to accurately estimate their value [Eq.
(24)]. The six quantities DKL are calculated from the two- and three-dimensional covariance matrices using Eq. (21), using
the coordinate systems labeling the columns. The two rows with zeros as entries indicate the two reference choices, against
which all nonspinning or spinning parameter estimation was compared. For zero spin, the first three rows show di�erences
consistent with noise fluctuations [Eq. (27)]; for aligned spin, di�rences are more substantial and coordinate-system dependent,
but not above the conditions needed to distinguish between distributions [Eq. (28)]. Finally, Ne� is the e�ective number
of independent samples in our calculations. FIXME: Explain zero-noise SNR, or replace by zero noise value. [Some DKL

numbers are unclear which 2 rows are being compared. e.g. what is row 4 being compared to, row 1? Is row 5 compared to
row 4 or row 2?]
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FIG. 2: 99.9% confidence intervals in mass plane for aligned-spin binary: For our fiducial aligned-spin signal injected
into distinct realizations of Gaussian noise (colors, as described in the caption to Figure 1), the contours show the 99.9%
confidence intervals from each calculation in our various coordinates for the mass plane. Contour styles are as described in
Figure 1. This figure conveys three key points. First, the similarity between the blue solid and dotted contours shows higher
harmonics provide little additional information about intrinsic parameters. Second, because of the extent of the contour in �,
measurements of spinning binaries cannot distinguish between a broad range of astrophysically distinct sources. Third, suitable
coordinates can simplify all posterior probability distributions, independent of noise realization.
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FIG. 3: 90% confidence intervals for aligned-spin binary: For our fiducial aligned-spin signal injected into distinct
realizations of Gaussian noise (colors, as described in the caption to Figure 1), the contour shows the 90% confidence intervals
from each calculation in theMc, � plane (left panel) and the �, ⇥ plane (right panel). Contour styles are as described in Figure
1; as previously, the heavy black solid and dashed curves show revised analytic predictions using the COOKL method, provided
in Table VI.

B. Marginal information from higher harmonics,
confined to source orientation and position

Using apples-to-apples comparisons of the same source
in the same data, we can explicitly confirm that higher
harmonics provide minimal new information about in-
trinsic parameters. In fact, the di⇥erences between the
zero-spin, zero-noise posterior in Mc, � calculated with
and without harmonics are at best comparable to the
fluctuations seen between di⇥erent data realizations; see
Table III.

With aligned spin, higher harmonics seem to provide
some additional information. For example, Figure 3
shows the two-dimensional posteriors in Mc, � for the
1234 data realization both with (dotted blue) and with-
out (solid blue) higher harmonics; the two ellipsoids di⇥er
slightly in direction and extent. Quantitatively, the DKL

between these two-dimensional posteriors12 is 0.46; be-
tween the corresponding three-dimensional posteriors, it
is 0.56. These distributions therefore di⇥er more than
would be expected from statistical fluctuations alone, for
example due to change in ⌅ by of order unity. However,

12 These numbers are not provided in and cannot be derived from
Table I: because KL divergence is not symmetric under exchange
of K, K�.

these di⇥erences are also manifestly much smaller than
the range of DKL seen when changing noise realizations.
Physically, though higher harmonics provide information,
di⇥erent data realizations shift the error ellipsoids’ posi-
tion, orientation, and scale so much that their marginal
impact cannot be easily isolated. In all cases, however,
higher harmonics seem to provide minimal additional in-
formation about our two fiducial sources’ intrinsic pa-
rameters.

By contrast, as illustrated by Figure 4, higher har-
monics do provide geometric information, improving our
knowledge about the source position and orientation rel-
ative to the line of sight. Higher harmonics are known
break almost-perfect degeneracies present in the ab-
sence of higher harmonics. These degeneracies are well-
understood features of the leading-order graviational-
wave signal:

�
h+

h�

⇥
= �4µv2

dL

�
cos 2⌃ � sin 2⌃

sin 2⌃ cos 2⌃

⇥

⇥
�

(1+cos2 �)
2 cos(2(�orb(t)� ⇧)

cos ⇥ sin(2(�orb(t)� ⇧)

⇥
(33a)

where ⌃ is the orientation of the projection of the bi-
nary’s total angular momentum onto the plane of the
sky; �orb(t) is the orbital phase versus time, with fidu-
cial value ⇧ref ⇤ �orb(tref); ⇥,⇧ are the polar coordinates
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FIG. 4: Angular momentum dominated versus spin-dominated
binaries: In terms of the mass and spin of the black hole, contours
of the ratio � = |~S|/|~L| evaluated at 40Hz. The bottom left re-
gion is angular-momentum dominated (|~L| � |~S|); the top right
region of large black hole mass and spin is strongly spin-dominated
(|~S| � |~L|). Contours show the ratio |~S|/|~L| ⌘ � = 1 (thick
curve), sin⇡/4 = 1/

p
2, sin⇡/6 = 1/2 and sin⇡/8, evaluated

with a 1.4M� NS companion, versus the black hole mass and spin
parameters mBH ,�BH . Above (below) the thick curve, BH-NS bi-
naries’ total angular momenta are spin (orbit) dominated in band. If
spin and orbital angular momenta are nearly antialigned, these bi-
naries have undergone transitional precession at lower frequencies,
typically not in band. Conversely, for orbital-angular-momentum-
dominated binaries (� < 1), transitional precession has not occurred
in the past at lower frequencies and may, if anti-aligned and � near
1, occur in band in the immediate future. Finally, below the bottom
curve, BH-NS binaries waveforms are modulated little by precession
in band.

and bounded above by

�

max

⌘ sin�1

� . (8)

In the neighborhood of this extreme misalignment, at  = ��,
the opening angle is nearly stationary with spin-orbit mis-
alignment (i.e., d cos�/d ' 0). In short, a distribution of
~

L dominated binaries has two choices for spin-orbit misalig-
ment (i.e., two values of ) consistent with each realized open-
ing angle. Additionally, because of the local maximum in �

as a function of , a randomly oriented distribution of spins
will have opening angles � that cluster near that maximum
(i.e., � ' �

max

). To illustrate which regions are ~

L and ~

S

dominated, Figure 4 shows contours of constant �, assuming
m

2

= 1.4M�.

C. Regions of parameter space II: Steady precession and
geometry

Unless transitional precession happens in band, ground-
based gravitational-wave detectors are sensitive to emission
from a relatively well-defined epoch: the precession cone has
relatively constant opening angle [Fig. 1]. Quantitatively,
we define a reference frequency f

peak

corresponding to the
frequency up to which half of the signal power has been ac-
cumulated. The specific reference frequency depends on the
noise curve adopted.5 For this paper, we adopt the fiducial
advanced LIGO noise curve with zero-detuned signal recy-
cling; see [41]). This includes a low-power mode for which
f

peak

' 40Hz and high-power for which f

peak

' 60Hz.
However, all planned noise curves we have examined have a
reference frequency in the neighborhood of which a constant
precession cone is a good approximation. Henceforth the ra-
tio � = |S

1

|/|L| and opening angle � between L̂ and Ĵ will
refer to quantities predicted at this frequency by the simple
precession expressions [Eqs. 4,3].6

Second, not only is the precession cone nearly fixed, but
as shown in Figure 2 at least a few complete precession cy-
cles occur between 20� 100Hz, where most of the signal-to-
noise accumulates. For example, for an angular-momentum-
dominated binary (� ⌧ 1), the number of precession cycles
for a single-spin binary can be approximated by the spin-
independent expression

N

P

'
Z

⇡f

max

⇡f

min

df

orb

dt

df

orb

⌦
p

=
5

96
(2 + 1.5

m

2

m

1

)[(M⇡f

min

)�1 � (M⇡f

max

)�1]

⇡ 27(1 + 0.75m
2

/m

1

)

M/10M�
(9)

with a comparable but spin-dependent number for an S-
dominated binary (� � 1); see ACST Eqs. (45, 63) for
a general solution. As indicated by Figure 2, each preces-
sion cycle usually accumulates a comparable proportion of
detectable power (i.e., each pair of peaks is a similar order
of magnitude in area). More critically, the figure indicates
that at least one and often several precession cycles contribute
to the total signal to noise. With many precession cycles, a
gravitational-wave detector should be relatively insensitive to
the initial value of the precession phase.

For our purposes, then, the binary undergoes nearly steady
simple precession in band. The instantaneous beam pattern of

5 In the text we choose the reference frequency as the half-power point,
where

R
f�7/3/Sh(f)df reaches half of its total value. Alterna-

tively, the reference frequency can be set by maximizing d⇢/d ln f =
4f |h̃(f)|2/Sh, or even phenomenologically, in whatever manner is
needed for numerically-calculated amplitude and match to reproduce our
expressions. For the noise curves considered in this paper, all approaches
nearly agree.

6 For simplicity, we adopt the leading-order (Newtonian) expression for
r(f). Higher order corrections are small.

Precession breaks degeneracies 1: Single spin 
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FIG. 4: Angular momentum dominated versus spin-dominated
binaries: In terms of the mass and spin of the black hole, contours
of the ratio � = |�S|/|�L| evaluated at 40Hz. The bottom left re-
gion is angular-momentum dominated (|�L| ⇥ |�S|); the top right
region of large black hole mass and spin is strongly spin-dominated
(|�S| ⇥ |�L|). Contours show the ratio |�S|/|�L| � � = 1 (thick
curve), sin ⇥/4 = 1/

⌅
2, sin ⇥/6 = 1/2 and sin ⇥/8, evaluated

with a 1.4M⇥ NS companion, versus the black hole mass and spin
parameters mBH , ⇤BH . Above (below) the thick curve, BH-NS bi-
naries’ total angular momenta are spin (orbit) dominated in band. If
spin and orbital angular momenta are nearly antialigned, these bi-
naries have undergone transitional precession at lower frequencies,
typically not in band. Conversely, for orbital-angular-momentum-
dominated binaries (� < 1), transitional precession has not occurred
in the past at lower frequencies and may, if anti-aligned and � near
1, occur in band in the immediate future. Finally, below the bottom
curve, BH-NS binaries waveforms are modulated little by precession
in band.

and bounded above by

�max ⇥ sin�1 ⇥ . (8)

In the neighborhood of this extreme misalignment, at ⇤ = �⇥,
the opening angle is nearly stationary with spin-orbit mis-
alignment (i.e., d cos �/d⇤ ⌃ 0). In short, a distribution of
⇣L dominated binaries has two choices for spin-orbit misalig-
ment (i.e., two values of ⇤) consistent with each realized open-
ing angle. Additionally, because of the local maximum in �
as a function of ⇤, a randomly oriented distribution of spins
will have opening angles � that cluster near that maximum
(i.e., � ⌃ �max). To illustrate which regions are ⇣L and ⇣S
dominated, Figure 4 shows contours of constant ⇥, assuming
m2 = 1.4M⇥.

C. Regions of parameter space II: Steady precession and
geometry

Unless transitional precession happens in band, ground-
based gravitational-wave detectors are sensitive to emission
from a relatively well-defined epoch: the precession cone has
relatively constant opening angle [Fig. 1]. Quantitatively,
we define a reference frequency fpeak corresponding to the
frequency up to which half of the signal power has been ac-
cumulated. The specific reference frequency depends on the
noise curve adopted.5 For this paper, we adopt the fiducial
advanced LIGO noise curve with zero-detuned signal recy-
cling; see [41]). This includes a low-power mode for which
fpeak ⌃ 40 Hz and high-power for which fpeak ⌃ 60 Hz.
However, all planned noise curves we have examined have a
reference frequency in the neighborhood of which a constant
precession cone is a good approximation. Henceforth the ra-
tio ⇥ = |S1|/|L| and opening angle � between L̂ and Ĵ will
refer to quantities predicted at this frequency by the simple
precession expressions [Eqs. 4,3].6

Second, not only is the precession cone nearly fixed, but
as shown in Figure 2 at least a few complete precession cy-
cles occur between 20� 100 Hz, where most of the signal-to-
noise accumulates. For example, for an angular-momentum-
dominated binary (⇥ ⌅ 1), the number of precession cycles
for a single-spin binary can be approximated by the spin-
independent expression

NP ⌃
� �fmax

�fmin

dforb
dt

dforb
�p

=
5
96

(2 + 1.5
m2

m1
)[(M⌅fmin)�1 � (M⌅fmax)�1]

⇤ 27(1 + 0.75m2/m1)
M/10M⇥

(9)

with a comparable but spin-dependent number for an S-
dominated binary (⇥ ⇧ 1); see ACST Eqs. (45, 63) for
a general solution. As indicated by Figure 2, each preces-
sion cycle usually accumulates a comparable proportion of
detectable power (i.e., each pair of peaks is a similar order
of magnitude in area). More critically, the figure indicates
that at least one and often several precession cycles contribute
to the total signal to noise. With many precession cycles, a
gravitational-wave detector should be relatively insensitive to
the initial value of the precession phase.

For our purposes, then, the binary undergoes nearly steady
simple precession in band. The instantaneous beam pattern of

5 In the text we choose the reference frequency as the half-power point,
where

R
f�7/3/Sh(f)df reaches half of its total value. Alterna-

tively, the reference frequency can be set by maximizing d⇢/d ln f =
4f |h̃(f)|2/Sh, or even phenomenologically, in whatever manner is
needed for numerically-calculated amplitude and match to reproduce our
expressions. For the noise curves considered in this paper, all approaches
nearly agree.

6 For simplicity, we adopt the leading-order (Newtonian) expression for
r(f). Higher order corrections are small.

BH Mass

BH
 s

pi
n

J ~ L

J~S

Brown et al 2012

4 10

• Requires some misalignment 
versus line of sight

• At low mass (but fixed ~ 40 Hz), L 

can be >>S


• Example: BH-NS (left)


• Single spin well-studied, analytically 
calculable [ROS et al (1509.06581)]



Sample precessing geometry: BH-NS
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FIG. 7: Source geometry: Angular momenta (C): This figure demontrates (1) that the individual angular momenta to
be well-constrained to two discrete regions; (2) higher harmonics allow us to distinguish between the two alternatives; and (3)
that the precession cone is well-determined, at the accuracy level expected from the number of precession cycles. As in Figure
4, colors indicate di�erent noise realizations; solid and dotted lines indicate the neglect or use of higher harmonics; the green
point shows the expected solution; and the solid blue path shows the trajectory of L and S over one precession cycle. Top
panels:Projection of the orbital angular momentum direction (L̂; top left panel); spin angular momentum direction (Ŝ; center
panel); and total angular momentum direction Ĵ into the plane of the sky (top right). Bottom left panel : The precession angle
�JL of L around J . For comparison, the green points show the simulated values; when present, the solid blue path shows
variables covered in one precession cycle. Roughly speaking, the precession phase can be measured with relative accuracy of a
few times ⌅�1: tens of percent. Bottom right panel : Illustration that both the opening angle ⇥ of the precession cone and the
angle ⇤JN between the line of sight and Ĵ can be measured accurately, with relative error � 1/NP ⌅ significantly smaller than
the relative error in the precession phase �JL. ROS: Fix plots, they are not showing the right base points

quasicircular (or even orbit-averaged) EOMs is not prop-
agated back in...and with precession, di�erences can be
significant. Physical intuition and experience with NR
suggests the orbit-averaged equations are more physi-
cal...but detailed studies are needed.

* Demonstrate geometrical parameters can be mea-
sured and their measurements understood. Believe
these symmetry-breaking features are leading-order ef-
fects, less-susceptible to systematic error than fine issues
in the GW phase

** particularly opening angle of precession cone, which
can be constrained with extremely high precision in a rel-
atively model-neutral way. Should be INDEPENDENT
of PN order (confirm!) – systematics are interpreta-
tion/ID of �(f)?

** that reference angle along precession cone does not
shift best-fit values for masses, or shape of distribution
(intuitively obvious) – but beware case B

** that except in very well-chosen coordinates, the con-
fidence regions are not ellipsoidal, so a naive Fisher ma-
trix approach is poorly-suited to the problem

* demonstrate that higher harmonics add some relative
value here – not small things, either

** this is despite the fact that we have lots of small
eigenvalues, so higher harmonics have greater leverage to
change the small measurements a lot

** main e�ect is GLOBAL, to eliminate degenerate
peaks, usually in orientation

** but this can influence the intrinsic parameters, de-
pending on the precise orientation of the precession phase

N
`

J
`

x̀N
yN`

qJN

yJ

N
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L
`
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Long signals: Measuring conserved constants

• Kesden/Berti talks 
• Example: Both precessing spins measurable with PE
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J2 = L2 + (S1 + S2)2 + LS1 cos �1 + LS2 cos �2

13
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FIG. 8. Constraining (J, ⇠): dependence on ✓JN . Posteriors from di↵erent simulations in the J, ⇠ plane for fixed SNR = 20
and di↵erent ✓JN , increasing from top (✓JN = 0) to bottom (✓JN = ⇡/2). Points are colored according to the ⇠ values of the
simulations; in this figure, all sources have SNR=20.

Trifiro et al PRD 93,4071Gerosa et al PRL 2015, PRD 2015

http://2016PhRvD..93d4071T


Priors, again
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FIG. 3. The J⇠-plane. For fixed source parameters m1,m2,�1,�2 and fref , the solid black lines indicate the extent of the
allowed values of J and ⇠. Any point on the lower (upper) edge of this region corresponds to a �� = 0 (�� = ⇡) post-
Newtonian resonance. The specific parameter configurations used in this paper are illustrated by red stars (on the upper
boundary) and blue stars (on the lower boundary), as in Figure 2. Left: For these same fixed source parameters, three shaded
regions (red on top; blue on the bottom; and green in between) show the regions for, respectively, librating about �� = ⇡,
about �� = 0, and circulating precession morphologies (described in the text). Dashed lines separating these regions (marked
by arrows) show morphology boundaries Jc0,c⇡(⇠). Right: Prior probability p(J, ⇠), derived from the priors described in II B
by marginalizing out m1,m2,�1,�2. For scale, the black curve also shows the same boundary of allowed (J, ⇠) values shown in
the left panel. The structure in this distribution reflects the broad range of mass ratios and spin orientations included in the
prior; see the text for details.

downsampling to remove correlations, has roughly 2,000
uncorrelated samples from the posterior [48].

The parameters of the posterior samples can be repre-
sented in any coordinate system, allowing us to e�ciently
compute the posterior p(✓) using any parameters ✓, inde-
pendent of the coordinates used internally by the MCMC
simulation. The relative orientation of the two spins with
respect to the orbital angular momentum, ✓LS1 and ✓LS2 ,
can be used to characterize the system. Motivated by
the analysis of [22, 23] and as described at greater length
in Appendix A, we replace these angular variables with
(J, ⇠), where ⇠ is given by Eq. (2) and

J =
⇥
L2 + S2

1

+ S2

2

+ LS
1

cos ✓LS1 + LS
2

cos ✓LS2

+ 2S
1

S
2

(sin ✓LS1 sin ✓LS2 cos �� + cos ✓LS1 cos ✓LS2) ]
1
2

(5)

is the magnitude of the total angular momentum, J =
|J|. For each resonant family (�� = 0, ⇡), each pair

mation, using a modified (Euclidean) distance prior rather than

one consistent with cosmology. At the distances of interest, a

Euclidean and cosmological distance prior nearly agree.

(J, ⇠) uniquely specifies the binary configuration (see
Fig. 3). The magnitude L ⌘ |L| of the orbital angular
momentum is calculated at leading (Newtonian) order:
L = ⌘M2/v = ⌘M2/(⇡f

ref

M)1/3. Unlike the system-
frame parameters described above, these parameters nat-
urally reflect the separation of timescales in the two-
spin problem, with ⇠ conserved up to 2PN order on all
timescales by the orbit-averaged spin-precession equa-
tions; J changing on the radiation-reaction timescale;
and �� changing on the precession timescale [22, 23].
For each fixed m

1

, m
2

, �
1

, �
2

and f
ref

, a range of (J, ⇠)
is allowed; see Gerosa et al. [23] for details. For single-
spin binaries, the relationship between J and ⇠ at fixed
L is one-to-one; for double-spin binaries, a range of J
are allowed at each fixed ⇠. To guide the eye in the
plots that follow, we evaluate and show this “allowed”
region in the J⇠-plane for the chosen source parameters
m

1

, m
2

, �
1

, �
2

in Figure 3. We will use J
r0

(⇠), J
r⇡(⇠) to

denote the maximum and minimum values of J for a
given ⇠. Points on these two curves, including the injec-
tions described above, are all resonant binaries: binaries
with J = J

r⇡(⇠) belong to the �� = ⇡ resonance, while
those with J = J

r0

(⇠) belong to the �� = 0 resonance.
Additionally, as described in Refs. [22] and [23], these

parameters facilitate morphological classification, sub-



Timescales as observables?
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FIG. 10. Constraining (h⌦zi , ⌧) at 100 Hz. Posterior distributions for the �� = 0 sources (top left) and �� = ⇡ sources
(top right) in the (h⌦zi /(2⇡), 1/⌧) plane, colored according to simulation ⇠ value. Values of ⌧ and h⌦zi are evaluated using
the binary configuration at the reference frequency fref = 100 Hz. Solid (dashed) lines show 95% (67%) confidence intervals for
each set of posterior samples from distinct simulations. Points are colored according to the ⇠ values of the simulations which are
marked by stars. Black crosses show, for each set of posterior samples, the maximum likelihood estimate. With few exceptions,
the posterior associated with each �� = 0 injection is concentrated in a small range of h⌦zi and 1/⌧ near the actual value.
The results shown here are for ✓JN = ⇡/2, but similar results hold for ✓JN � ⇡/4. Bottom: Detail of the h⌦zi /(2⇡), 1/⌧ plane,
showing posteriors for simulations with ⇠ � �0.4.
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FIG. 10. Constraining (h⌦zi , ⌧) at 100 Hz. Posterior distributions for the �� = 0 sources (top left) and �� = ⇡ sources
(top right) in the (h⌦zi /(2⇡), 1/⌧) plane, colored according to simulation ⇠ value. Values of ⌧ and h⌦zi are evaluated using
the binary configuration at the reference frequency fref = 100 Hz. Solid (dashed) lines show 95% (67%) confidence intervals for
each set of posterior samples from distinct simulations. Points are colored according to the ⇠ values of the simulations which are
marked by stars. Black crosses show, for each set of posterior samples, the maximum likelihood estimate. With few exceptions,
the posterior associated with each �� = 0 injection is concentrated in a small range of h⌦zi and 1/⌧ near the actual value.
The results shown here are for ✓JN = ⇡/2, but similar results hold for ✓JN � ⇡/4. Bottom: Detail of the h⌦zi /(2⇡), 1/⌧ plane,
showing posteriors for simulations with ⇠ � �0.4.



Final remarks
• What is the imprint of spin on gravitational waves


• Strong modulations through merger


• Several effects encode effects of spin strongly, not all included in models


• Importance in short term depends on what nature provides


!
• Parameter estimation: things to keep in mind


• Prior matters:   mass range & spin magnitude choices can hide spin effects


• Coordinates matter: use something meaningful and conserved


• PE methods ~ mature…progress needed in physics / systematics


• NR available directly at very high mass … precessing hybrids on the way
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Final remarks
• High mass


• Information content limited by duration (=low frequency sensitivity, mass)


• A few precession cycles could help immensely


• Strong-field physics matters (e.g., higher-order modes) 


• Models ~ adequate at very low SNR and for “typical” orientations


• Parameter inferences improved by direct comparison to NR, or to NR surrogates


!
!

• Low mass


• Long signals immensely informative, but have degeneracy (face on)


• With precession, can measure both spins


• Little SNR at merger, so details less important; end time/frequency most critical


• Higher modes less critical.  Systematics important.  Prior matters

37



Can you tell if more information is available ?
• What if you had a better model? Could you do better?


!
• Check: (Synthetic, known NR data): Is likelihood with full model better than aligned?
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Interpolation
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Finite duration & Hybrids

40

Original RIT GW150914-like!
SXS event-like



Finite duration & Hybrids
• Familiar, well-used techniques for aligned (& precessing) spin
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FIG. 3: Example of hybrid waveform modes constructed by matching NR and PN modes. These hybrid waveforms are constructed
by matching q = 8, �1z = 0.5, �2z = 0 NR waveforms computed using the SpEC code with PN/EOB waveforms describing the
early inspiral. The horizontal axes show the time (with origin at the start of the NR waveforms) and the vertical axes show the GW
modes h`m(t). The matching region (1000M, 2000M) is marked by vertical green lines.

with the quadrupole modes of the hybrid waveforms discussed
above (cf. the dashed lines in Fig. 6). The waveforms are
generated in the Fourier-domain using the LALSimulation [49]
software package.

We compute fitting factors [50] by maximizing the overlap
(noise weighted inner product) of the template family against
the target hybrid signals and infer the systematic errors by
comparing the best match parameters with the true parameters.
The overlaps are maximized over the extrinsic parameters (time
of arrival t0 and the reference phase '0) using the standard
techniques in GW data analysis (see, e.g., [51]), while the
overlaps are maximized over the intrinsic parameters (M, ⌘, �1z

and �2z) of the templates using a Nelder-Mead downhill simplex
algorithm [52], with additional enhancements described in [13].
As the model of the noise power spectrum, we use the “zero-
detuned, high-power” design noise PSD [53] of Advanced
LIGO with a low frequency cut-o↵ of 20 Hz.

The contribution of subdominant modes in the observed sig-
nal depends on the relative orientation of the binary and the
detector. The SNR (and hence the volume in the local universe
where the binary can be confidently detected) is also a strong
function of this relative orientation. For e.g., binaries that
are face-on produce the largest SNR in the detector; however,
the contribution from subdominant modes is minimal for this

Varma and Ajith,1612.05608 
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FIG. 8. Comparison of NR and EOBNR maximum-radiation-frame modes hR
2m for the same run of Fig. 7 (SXS:BBH:0137). The NR

(EOBNR) curves are shown in solid blue (dashed red).

following test. We produce two sets of EOBNR inertial-frame
modes: (i) one is simply h2m

, obtained by rotation of the
hP

2m

’s according to the Euler angles in Eq. (A4), (ii) the other
is obtained by rotation of the hP

2m

’s according to the Euler
angles that parametrize the rotation from the NR maximum-
radiation frame to the inertial frame of an observer. Then we
compare these two sets of EOBNR modes to NR modes in
the inertial frame. We find that the (2, ±2) modes are hardly
affected by the discrepancies between êR, NR

(3) and êR, EOB
(3) ,

while the effect on the (2, ±1) modes is slightly larger, es-
pecially during the merger. We quantify the agreement by
computing the sky- and polarization-averaged unfaithfulness
with NR waveforms using the modified (NR-based) rotation,
and find no improvement with respect to the results shown
in Fig. 4 – several cases are actually worse at high total
masses. The overlap at low total masses is dominated by the
inspiral, where we have remarkable agreement between the
maximum-radiation-frame modes and between the Euler an-
gles, while at high total masses the main contribution to the
unfaithfulness comes from the merger-ringdown signal. Since
the EOBNR merger-ringdown is generated in the frame of
the remnant spin, the corresponding maximum-radiation axis
could be quite different from the NR one.

Finally, we assess the influence of the (2, 0) mode in the
maximum-radiation frame. While in the EOBNR model, by
construction, hR

20 = hP

20 = 0, in NR waveforms this mode
is nonzero, although at least an order of magnitude smaller
than other ` = 2 modes. We set the NR hR

20 to zero, rotate
the NR modes to the inertial frame, and compare them to the
original NR inertial-frame modes. In all considered cases, we
observe a negligible difference between them and no effect
on the unfaithfulness, and conclude that it is safe to neglect
hP

20 in the EOBNR model, at least for the BBH configurations
considered in this paper.

VII. CONCLUSIONS

The precessing EOBNR model discussed in this paper was
one of the waveform models used in the parameter-estimation
study of the first GW observation by LIGO, GW150914 [1].
Currently, it is the only waveform model that includes all 15
parameters that characterize a BBH coalescence. In this pa-
per, for the first time, we extensively tested the precessing
EOBNR model against 70 NR simulations that span mass ra-
tios from 1 to 5, dimensionless spin magnitudes up to 0.5, and
generic spin orientations. While we did not recalibrate the
inspiral-plunge signal of the underlying nonprecessing model,
we improved the description of the merger-ringdown wave-
form. In particular, we included different QNMs according
to the prograde/retrograde character of the plunge orbit and
we prescribed the time of onset of the ringdown according to
a robust algorithm that minimizes unwanted features in the
amplitude of the waveforms around merger. We introduced a
sky- and polarization-averaged unfaithfulness to meaningfully
compare precessing waveforms. We devised a procedure to
identify appropriate initial physical parameters for the model
given a precessing NR simulation. We found that for Ad-
vanced LIGO the precessing EOBNR model has unfaithful-
ness within about 3% against the large majority of the 70 NR
runs when the total mass of the binary varies between 10 M�
and 200 M� and inclinations ◆ = 0, ⇡/3, ⇡/2. This means
that the model is suitable for detection purposes of these
systems. We investigated the GW modes in the maximum-
raditation frame, and found very good agreement between NR
and precessing EOBNR model during the inspiral-plunge part
of the waveform. While the merger-ringdown signal is in good
agreement with NR in the majority of cases, there is still room
for future improvements, especially for the (2, ±1) modes.

No strong statements can be formulated about the size of
systematic errors when using precessing EOBNR in the con-
text of parameter estimation. For a NR simulation with param-
eters within the 90% credible intervals of GW150914, Ref. [1]
shows that precessing EOBNR gives an unbiased measure-
ment of the intrinsic parameters.

Babak, Taracchini, Buonanno 1607.05661 
[comparison paper, not a hybrid paper..same ideas]



Simple approximate (intrinsic) Fisher matrix 

!

!

!

!

• Good:

• Easy to calculate


• Similar to nonprecessing 
(weighted average)


• Intuition about separating 
parameters


• “Bad”

• Ansatz / approximation


• At best, retains all degeneracies 
of full problem (phases, …)
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Bonus slide group: Review of parameter estimation
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Inferring source parameters

• Evidence for signal

!

!

!
• Inputs: 


• Prior knowledge                                      about distribution of 

• Signal model

• Noise model

• Algorithm for integral/exploration in many dimensions

!

• Noise model: Gaussian
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Z(d|H1) � p({d}|H1)
p({d}|H0)

=
�

d�p(��|H1)
p({d}|��, H1)
p({d}|H0) H1 : with signal 

H0 : no signal
posterior distribution

p({d}|��, H1) = p({d� h(��)}|H0)
h(�)
p({d}|H0)

p(�|H1) �

L � p({d}|��, H1)/p({d}|H0)

=
e��h(�)�d|h(�)�d�/2

e��d|d�/2



Measuring gravitational waves
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• Nearly gaussian, stationary
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• Band limited


!
Signal


• More cycles at low frequency


• “Typical” merger physics not in band


• “Input” binary dominates


• Orbital phase: degenerate evolution
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Eq. (18) of Ref. [6]). The NQC coefficients are fixed by re-
quiring that the EOB (2,2) mode agrees with the NR input
values for |h22|, ⌥t |h22|, ⌥ 2

t |h22|, ⌥t⇥22 and ⌥ 2
t ⇥22, evaluated

at the peak of |h22|. Using the 38 NR nonprecessing wave-
forms in the SXS catalog and Teukolsky waveforms com-
puted in the small-mass-ratio limit [21], we updated the fit-
ting formulas for the NR input values given in Table IV of
Ref. [6]. We use these to iteratively compute the NQC co-
efficients as described in Sect. IIB of Ref. [6]. While pre-
vious nonspinning EOB models [8] were calibrated without
enforcing any time delay between the peak in the (2,2) am-
plitude and in the orbital frequency, here, as in Refs. [5, 6],
we require a lag �t22

peak which varies with the physical param-
eters of the binary. The idea of introducing �t22

peak into the
model was inspired by studies in the small-mass-ratio limit,
where such time delay was first seen with EOB trajectories
sourcing Teukolsky waveforms [22] and accurately quantified
in Ref. [21]. Finally, the inspiral-plunge waveform is simply
defined as hinsp�plunge

22 ⇤ N22hF
22, and hinsp�plunge

⌅m ⇤ hF
⌅m when

(⌅,m) ⌅= (2,2).
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FIG. 1. Unfaithfulness of (2,2) EOB waveforms for all the 38 non-
precessing BH binaries in the SXS catalog. Only a few selected cases
are labeled in the legend.

As usual, the EOB merger-ringdown (RD) waveform is
built as a linear combination of quasi normal-modes (QNMs)
of the remnant BH [4]

hmerger�RD
⌅m (t) =

N�1

⇥
n=0

A⌅mn e�i⌅⌅mn(t�t⌅mmatch) , (5)

where N is the number of overtones, t⌅mmatch is the time when
|hinsp�plunge

⌅m | peaks, A⌅mn is the complex amplitude of the n-
th overtone of the (⌅,m) mode, and ⌅⌅mn = ⌃⌅mn � i/⇧⌅mn is
its complex frequency, having positive (real) frequency ⌃⌅mn
and decay time ⇧⌅mn. The frequencies ⌅⌅mn depend on the
mass Mf and spin a f of the final Kerr BH, and are tabulated
in Ref. [23]. To predict Mf we use the phenomenological for-
mula proposed by Ref. [24], but we replace its equal-mass
limit [Eq. (11) therein] with the highly accurate fit given in

Eq. (9) of Ref. [13]. To compute a f , we start from the for-
mula of Ref. [25] (which also predicts the direction of the
final spin for precessing binaries), and use the simulations
in the SXS calatog to refit its nonprecessing limit; the main
change we introduce are 4 new fitting coefficients designed
to improve the equal-mass, high-spin corner of the parameter
space, where the prediction of Ref. [25] has residuals exceed-
ing 5%. We improve the stability of the ringdown modeling
across the entire parameter space by (i) assuming a monotonic
behavior of a f with decreasing ⇤ for extremal spins, and (ii)
replacing some of the higher physical overtones with pseudo-
QNMs that depend on the merger frequency, on ⌅220 and on
⇤ , and moderate the rise of the ringdown GW frequency [5, 6].

Finally, the complete inspiral-merger-ringdown waveform
is built as the smooth matching of hinsp�plunge

⌅m to hmerger�RD
⌅m at

t⌅mmatch, over an interval �t⌅mmatch, following the hybrid matching
procedure of Ref. [5] to fix the coefficients A⌅mn in Eq. (5).
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FIG. 2. NR and EOB (2,2) waveforms of the BH binary with q = 1
and �1 = �2 = 0.98. The two waveforms are aligned at their ampli-
tude peak (marked by a vertical dashed line). R is the distance to the
source.

Results and discussion. The SXS catalog includes 8 non-
spinning BH binaries with q = 1, 1.5, 2, 3, 4, 5, 6, 8, and
30 spinning, nonprecessing BH binaries with: q = 1 and
�1 = �2 = 0.98, 0.97, ±0.95, ±0.9, 0.85, ±0.8, ±0.6, ±0.44,
±0.2; q = 1, 1.5, 3, 5, 8, �1 = ±0.5 and �2 = 0; q = 1.5 and
�1 = ��2 = ±0.5; q = 2, �1 = 0.6 and �2 = 0; q = 3 and
�1 = �2 = ±0.5. We find that to accurately match all 38
nonprecessing waveforms, it is sufficient to calibrate the EOB
model to a much smaller subset of them. However, since our
goal is an accurate model for the entire parameter space, most
of which is not covered by the NR waveforms, we prefer to ex-
ploit all available non-degenerate NR information in the cali-
bration. In Fig. 1 we compare the EOB waveforms to all the
38 nonprecessing NR waveforms by computing their unfaith-
fulness

F̄ ⇤ 1�max
t0,⇥0

⇧hEOB
22 ,hNR

22 ⌃
||hEOB

22 || ||hNR
22 ||

, (6)

Taracchini et al 2013 (1311.2544)

�n�(f)n(f)� =
1
2
Sh(|f |)�(f � f �)

�a|b� � 2
� �

��
df

a�(f)b(f)
Sh(|f |)

p({d}|H0) � exp��d|d�
2

dd1dd2 . . . ddN
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Higher modes have an impact (relative to mod-GR)

• More important at high (observed) mass
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FIG. 9. Posterior distributions of the mass estimation. All values are presented as fractional errors, i.e., (x � xtrue)/xtrue. The left column
displays m

2

vs. m

1

and the right column displays M
obs

vs. M

obs

. The rows are of increasing M

obs

from M

obs

= 100M� at the top to
M

obs

= 300M� at the bottom. For all systems, q = 4 (⌘ = 0.16) and ✓

JN

= ⇡/3. The asterisks indicate the point with highest logL and
the contours are at 50%, 90%, and 95% credible levels (inside to outside). Blue contours use EOBNRv2HM as a waveform template while red
contours use EOBNRv2, which only includes the leading (2, 2) mode.

D. Effect of priors

So far, in all of the analysis runs, we have used a very large
prior on the component masses, which was flat in (m1,m2)

space. However, one could argue for other reasonable prior
distributions on the masses. One such alternative is to use a
prior that is flat in log(Mobs). The quantity log(Mobs) is
used because Mobs is a scaling factor for the waveform am-
plitude and log(Mobs) is the so-called Jeffreys prior. Addi-
tionally, we employ a prior that is flat in ⌘ for the second mass
parameter.

We ran multiple analyses with this second prior option,
which is flat in (log(Mobs), ⌘) and find that even at an SNR of
12 the strength of the signal is sufficient to render the different
prior distribution a minimal factor. This can be seen in Fig.8,

where we show the one-dimensional posteriors from a single
analysis. More specifically, we display in dotted lines the 1D
posteriors of a run with EOBNRv2HM waveform model that
uses the alternative prior, to be compared with the solid lines
from the run with the original prior. The lines are nearly iden-
tical, with differences much smaller than those from using the
EOBNRv2 waveform; these differences from the alternative
prior will continue to decrease as the SNR is increased.

E. Comparison to previous parameter-estimation work with
inspiral-merger-ringdown waveforms

In an earlier work, Ajith and Bose [30] used inspiral-
merger-ringdown phenomenological waveform models
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So far, in all of the analysis runs, we have used a very large
prior on the component masses, which was flat in (m1,m2)

space. However, one could argue for other reasonable prior
distributions on the masses. One such alternative is to use a
prior that is flat in log(Mobs). The quantity log(Mobs) is
used because Mobs is a scaling factor for the waveform am-
plitude and log(Mobs) is the so-called Jeffreys prior. Addi-
tionally, we employ a prior that is flat in ⌘ for the second mass
parameter.

We ran multiple analyses with this second prior option,
which is flat in (log(Mobs), ⌘) and find that even at an SNR of
12 the strength of the signal is sufficient to render the different
prior distribution a minimal factor. This can be seen in Fig.8,

where we show the one-dimensional posteriors from a single
analysis. More specifically, we display in dotted lines the 1D
posteriors of a run with EOBNRv2HM waveform model that
uses the alternative prior, to be compared with the solid lines
from the run with the original prior. The lines are nearly iden-
tical, with differences much smaller than those from using the
EOBNRv2 waveform; these differences from the alternative
prior will continue to decrease as the SNR is increased.

E. Comparison to previous parameter-estimation work with
inspiral-merger-ringdown waveforms

In an earlier work, Ajith and Bose [30] used inspiral-
merger-ringdown phenomenological waveform models
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Omission introduces orientation-dependent error
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come equally important in terms of Feff . Furthermore,
the losses observed for � = 0 seem a good guess of those
observed for the spinning cases, particularly for the high-
est masses. We note that it would have been interesting
to study cases with spins closer to ±1 and higher mass ra-
tios. However, the only case with reasonably high spins
and mass ratio available in the SXS catalogue was the
q = 3,� = ±0.5 used here.
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FIG. 7. Systematic biases obtained for the total mass (left)
and e↵ective spin (right) for a q = 3 non-spinning system
for eaLIGO (top) and AdvLIGO (bottom) as a function of
the location of the detector on the (upper hemisphere) sky of
the source. Note that the di↵erent interaction of the modes
as a function of the angle ' generates biases to either larger
or lower values, which in general grow (in absolute value)
as ✓ does. Biases to low masses are more common due to
the higher frequency content of the signal for most values
', has to be imitated by low mass templates. Last, note that
✓ = 0 corresponds to the center of the plot while its perimeter
corresponds to ✓ = ⇡/2.

VI. PARAMETER BIAS

Due to its importance in GW data analysis, we will
express results not as a function of (q,M) but rather
consider the so called chirp mass parameter M

c

[45]
and the total mass M . Before discussing the aver-
aged systematic errors measured due to the neglection
of HM, we want to note that the intrinsic parame-
ter bias ⌅

i,0 of the SEOBNRv1-ROM model towards
our hybrids containing only the quadrupolar modes
were never larger than (|�M |(%), |�M

c

|(%), |��|) =
(2%, 2%, 0.04) for all the total mass range, except for
the (q,�) = (3,+0.5) case, for which these reached max-
imum values of (4%, 6%, 0.05)[46].

The main e↵ect of the HM is introducing large
frequencies in the detector band, thus one should expect
that the quadrupolar SEOBNRv1 waveform best match-
ing a target waveform h(⌅) with parameters ⌅ should
have a larger frequency content than that corresponding
to the quadrupolar template hB(⌅) having the intrinsic
parameters ⌅ of the target. Intuitively, this can be
achieved via introducing biases towards lower total mass
and larger positive spin. Fig.7 shows the biases in total
mass and spin obtained for all values of (✓,') (thus
averaged over  ) for a q = 3 non-spinning system for
the cases of eaLIGO and AdvLIGO. Note that ✓ = 0
corresponds to the center of the plot while its perimeter
corresponds to ✓ = ⇡/2. We see how the two di↵erent
ways of increasing the template frequency (lowering
mass and raising spin) compete along the di↵erent
(✓,'). As expected, the absolute value of the bias
grows as ✓ does. Also, the di↵erent interaction of the
modes as a function of ' generates a sort of dipolar
pattern where biases vary from positive to negative. It is
remarkable that while averaged biases shown in Fig.8 for
the systems in Fig. 7 are of (�M,��) ⇠ (�5%,�0.1)
for eaLIGO and ⇠ (�3%, 0) for AdvLIGO, biases for
particular edge-on orientations can be much larger, up
to (�M,��) ⇠ (�40%,�0.7) for the case shown for
eaLIGO and ⇠ (�20%,�0.4) for the one shown for
AdvLIGO. Note also that even though the total mass
chosen for the eaLIGO example is almost a half of that
chosen for AdvLIGO, systematic biases are much lower
for the latter case due to the lower f0 of AdvLIGO,
which makes it much more sensitive to the long PN
inspiral dominated by the quadrupolar modes.
Fig. 8 shows the averaged parameter bias over the
observable volume, given by Eq.(9), for the studied
targets. As a general trend, neglection of HM causes
observation-averaged biases towards lower (�, M , M

c

)
which increase as M and q do. As expected, biases are
much larger for iLIGO and eaLIGO than for Adv.LIGO.
In particular, note that the lower f0 of Adv.LIGO allows
for an excellent recovery of M

c

for most of the M range.
This is due to the larger weight of the PN inspiral in
the detector band. Regarding spinning cases, systematic
biases are larger for negative spin cases than for positive
spin ones. For q = 1 we only show the eaLIGO cases,
which were the only ones having systematic biases
comparable to those of the other cases.

We now compare the observation-averaged biases to
the statistical uncertainty we expect for each detector
via computing the minimum SNR ⇢0 at which PE would
be dominated by the systematic biases. We note that,
unlike the volume loss R

i

, the quantity ⇢0 =
p
1/2✏ is

extremely sensitive to tiny variations in the parameters
recovered by the Nelder-Mead algorithm, which has the
risk of settling in a local maximum. In particular, for an
error �✏ in the estimation of ✏, one gets a variation for ⇢0
of�⇢0 ⇠ ✏�3/2�✏. This will specially a↵ect regions of the
parameter space where systematic biases are lower and

J. Calderon-Bustillo et al 1511.02060 
(early aLIGO) 
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q = 1, �1z = 0.0 q = 8, �1z = 0.5 q = 8, �1z = 0.0 q = 8, �1z = �0.5

FIG. 4: Optimal SNR (top panel) and fitting factor of quadrupole templates (bottom panel), averaged over polarization angle  for
binaries with total mass M = 100 M�, located at 1 Gpc. The y-axis shows the inclination angle ◆ in radians and the x-axis shows
the initial phase of the binary '0 in radians. The equator (◆ = ⇡/2) corresponds to “edge-on” orientation while the poles (◆ = 0, ⇡)
correspond to “face-on” orientation. Di↵erent columns correspond to di↵erent mass ratios and spin. It may be noted that the fitting
factor as well as the intrinsic luminosity are smallest (largest) at ◆ = ⇡/2 (◆ = 0, ⇡) where contribution from the non-quadrupolar
modes is the largest (smallest), illustrating the selection bias towards configurations where non-quadrupole modes are less
important.

orientation. This e↵ect is reversed for the case of edge-on orien-
tations. Thus, if we want to calculate the e↵ect of subdominant
modes on detection and parameter estimation of a population
of binary black holes, the e↵ect has to be averaged over all
orientations after appropriately weighting each orientation.

We evaluate the e↵ective volume [13] of a search, defined
as the fraction of the volume that is accessible by an optimal
search (corresponding to a fixed SNR threshold), by averaging
over all the relative orientations in the following way:

Ve↵ (m1,m2, �1z, �2z) =
⇢3

opt FF3

⇢3
opt

, (2.3)

where ⇢opt is the optimal SNR of the full signal, FF is the fitting
factor of the dominant mode template, and the bars indicate
averages over all (isotropically distributed) orientations 3. The
dominant-mode template family is deemed e↵ectual for detec-
tion when the e↵ective volume is greater than 90%; or when
the e↵ective fitting factor FFe↵ := V1/3

e↵ is greater than 0.965.
Similarly, we define the e↵ective bias [13] in estimating an

intrinsic parameter � as

��e↵(m1,m2, �1z, �2z) =
|��| ⇢3

opt FF3

⇢3
opt FF3

, (2.4)

where �� is the systematic bias in estimating the parameter �
for one orientation, FF is the corresponding fitting factor, and

3 This corresponds to uniform distributions in the phase angle '0 2 [0, 2⇡),
polarization angle  2 [0, 2⇡), and the cosine of the inclination angle cos ◆ 2
[�1, 1]. Note that we assume that the binaries are optimally located (i.e.,
the angles ✓, � describing the location of the binary in the detector frame
on the sky are set to zero). The error introduced by this restriction is very
small (⇠ 0.1%) due to the weak dependence of the matches on (✓, �) and
the strong selection bias towards binaries with ✓ ' 0, ⇡, where the antenna
pattern function peaks [13].

⇢opt the corresponding optimal SNR. Here also the bars indicate
averages over all orientations. The e↵ective bias provides an
estimate of the bias averaged over a population of detectable
binaries with isotropic orientations. We compare them against
the sky and orientation averaged statistical errors. Statistical
errors are computed using the Fisher matrix formalism employ-
ing quadrupole-only templates. The quadrupole-mode template
family is deemed faithful for parameter estimation when the
e↵ective biases in all of the three intrinsic parameters M, ⌘,�e↵
are smaller than the 1� statistical errors in measuring the same
parameter for an orientation-averaged SNR of 8.

III. RESULTS AND DISCUSSION

In this section, we evaluate the performance of the
quadrupole-mode inspiral-merger-ringdown template family
IMRPhenomD, against the “full” hybrid waveforms by com-
puting the fitting factor of the template and inferring the pa-
rameter biases from the best matched parameters. Figure 4
shows the optimal SNR of the hybrid waveforms and fitting
factor of the quadrupole-mode templates at di↵erent values of
◆ and '0 (averaged over the polarization angle  ). Figure 5
shows the systematic bias in estimating parameters total mass
M, symmetric mass ratio ⌘ and e↵ective spin �e↵ , using the
quadrupole-mode template family. It is clear that for the q = 1
case (left column) the fitting factor is close to 1 and the sys-
tematic errors are negligible for all orientations, indicating the
weak contribution of subdominant modes. For mass ratio 8, the
fitting factor can be as low as ⇠ 0.84 for binaries that are highly
inclined (◆ ' ⇡/2) with the detector, where the contribution
from non-quadrupole modes is the highest. However, these are
the orientations where the SNR is the minimum (see Fig. 4).
Similarly, the systematic biases are typically the largest (small-
est) for the edge-on (face-on) configurations where the SNR is
the smallest (largest). Hence GW observations are intrinsically
biased towards orientations where the e↵ect of non-quadrupole

Varma and Ajith,1612.05608 



Literature review I: Varma et al
• Aligned-spin hybrid match-based calculation, to estimate PE biases


• Result: Higher modes matter


• MLE estimator bias with just 22 is modest [offset >= statistical error]


• Figures illustrate it is significant, & MLE is not posterior

49

7

(a) Ine↵ectualness (b) E↵ective bias in M

(c) E↵ective bias in ⌘
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(d) E↵ective bias in �e↵

FIG. 6: “Ine↵ectualness” (1 - FFe↵) and e↵ective parameter biases when using quadrupole mode templates against “full” hybrid
waveforms. Dashed lines correspond to the same but against quadrupole-only hybrid waveforms. Fractional biases are shown for
total mass M and symmetric mass ratio ⌘, while absolute biases are shown for e↵ective spins �e↵ . FFe↵ and e↵ective parameter
biases are obtained by averaging over all relevant orientations of the binary using Eqs. (2.3) and (2.4). The horizontal axis reports
the total mass of the binary while the mass ratio and spins are shown in the legend. The markers indicate the spin types: triangles
pointing up/down denoting binaries with aligned/anti-aligned spins and circles denoting nonspinning binaries. The horizontal
dashed black line corresponds to 1 � FF3

e↵ = 0.1. Note that most of the dashed lines in the top-left subplot lie below 10�3. We see
that as the total mass increases, the ine↵ectualness and e↵ective biases in M, ⌘ and �e↵ increase and are dominated by the e↵ects
of subdominant modes; see Sec. III for further discussion.

beyond that point. We see from Figs. 6b–6d that this trend of
larger (smaller) e↵ectualness for negative (positive) spins at
high masses (M & 100M�) is achieved at the cost of larger
(smaller) systematic biases in the estimated parameters.

We set FFe↵ � 0.965 (which corresponds to a ⇠ 10% loss in
detection volume for a fixed SNR threshold) as the benchmark
for the relative importance of non-quadrupole modes in detec-
tion. This is shown by the dashed black line in Fig. 6a. Fig. 1a
summarizes the region in the parameter space where the loss of
detectable volume (at a fixed SNR threshold) due to neglecting
non-quadrupole modes is greater than 10%. For the case of
negative spins, even at large mass ratios, we see that subdom-
inant modes are important for detection only over a range of
masses (M ⇠ 75 � 150M�). For binaries with positive and zero

spins, we anticipate that the upper limit of total mass where the
higher modes are important are above 300M�, the highest mass
that we consider in this study. Based on Fig. 1a, we expect the
quadrupole mode templates to be fully e↵ectual for detection
either when q . 4 or when M . 70M� (irrespective of spins),
considering a population of binaries distributed with isotropic
orientations. We note that the region in which subdominant
modes become important for detection is the smallest (largest)
for negative (positive) spins.

Figure 1a also shows the region in the parameter space
(marked by the green dashed line) where subdominant modes
are important for the detection of nonspinning binaries when
nonspinning quadrupole mode templates are used, obtained in
our previous study [13]. We see that the use of quadrupole

2

(a) For detection (b) For parameter estimation

FIG. 1: These plots summarize the region in the parameter space of nonprecessing black-hole binaries where contributions from
subdominant modes are important for detection (left) and parameter estimation (right). In the left panel, the shaded areas show the
regions in the parameter space where the loss of detection volume (for a fixed SNR threshold) due to neglecting subdominant
modes is larger than 10%. In the right panel, shaded areas show the regions in the parameter space where the systematic errors in
any of the estimated parameters (M, ⌘, �e↵) are larger than the expected statistical errors for a sky and orientation-averaged SNR
of 8 (corresponding to an optimal orientation SNR ' 20). The vertical axes report the total mass M of the binary while horizontal
axes report the symmetric mass ratio ⌘ (the top horizontal axes show the mass ratio q). In each plot the three solid curves
correspond to di↵erent e↵ective spin values: blue for �e↵ ⇠ 0.5, green for �e↵ ⇠ 0 and red for �e↵ ⇠ �0.5. The dashed green lines
show the same results for nonspinning binaries using a nonspinning template family from our previous work [13], these curves are
restricted to M < 200M�. The markers (triangles pointing up/down denoting binaries with aligned/anti-aligned spins and circles
denoting nonspinning binaries) indicate the data points that are used to construct the shaded regions and curves. The legend shows
the mass ratios and spins of the target signals featured in these plots. See Sec. III for a detailed discussion.

Fig. 1 summarizes the main results from this study. The
left plot shows the region in the parameter space where ne-
glecting the subdominant modes will cause an unacceptable
(more than 10%) loss in the detectable volume (appropriately
averaged over all orientations of the binary) for a fixed SNR
threshold. The right plot shows the region in the parameter
space where neglecting the subdominant modes will cause un-
acceptably large systematic bias in the parameter estimation
(i.e., systematic errors larger than the expected statistical errors
for a sky- and orientation-averaged SNR of 8). Comparing
these results with our previous study employing nonspinning
templates (dashed green curves in Fig. 1), we see that the use of
dominant mode templates with nonprecessing spins enhances
the e↵ectualness in detecting nonspinning signals containing
subdominant modes, thus reducing the region in the parame-
ter space where subdominant mode templates are required for
detection. However, this is achieved at the cost of introducing
larger systematic errors in the estimated parameters, thus in-
creasing the volume of the parameter space where subdominant
mode templates should be used in the parameter estimation.

previous study of nonspinning binaries to the case of spinning binaries
with equal component spins. Our new study covers a larger region in the
parameter space (higher mass ratios and spins) that they consider. They also
use a template family with a single e↵ective aligned spin parameter limited
to �e↵ < 0.6. As we use a template family with two aligned spin parameters,
we see better fitting factors at the cost of a larger parameter bias.

This e↵ect (better e↵ectualness at the cost of larger systematic
errors) is more pronounced in the case of binaries with spins
anti-aligned with the orbital angular momentum. Thus, sub-
dominant templates are required for detection of binaries with
anti-aligned spins only over a small region in the parameter
space; but they are required for parameter estimation over a
large region. This e↵ect is reversed in the case of aligned spins.

The rest of this paper is organized as follows: Sec. II provides
details of the methodology and figures of merit for this study.
Sec. III discusses our results including how we arrive at Fig. 1.
Finally, Sec. IV has some concluding remarks, limitations of
this work and targets for future work. Please note our notation
for the rest of this article: M refers to the total mass of the
binary, m1 and m2 refer to the component masses, �1 and �2
refer to the dimensionless spin parameters; �1,2 = S 1,2/m2

1,2
where S 1,2 are the spin angular momenta of the components.
We only consider spins aligned/anti-aligned with the orbital
angular momentum. The mass ratio is denoted by q = m1/m2
while ⌘ = m1m2/M2 denotes the symmetric mass ratio. We also
define the e↵ective spin parameters �e↵ = (m1�1+m2�2)/M and
�̃e↵ = (m1�1 � m2�2)/M. We refer to waveforms that include
contributions from sub-dominant modes (`  4, m , 0) as
“full” waveforms, and waveforms that include only quadrupole
modes (` = 2,m = ±2) as “quadrupole” waveforms. We refer
to the SNR averaged over orientation and inclination angles
as the orientation-averaged SNR, note that SNR along optimal
orientation is ⇠ 2.5 times the orientation-averaged SNR [21].

Varma and Ajith,1612.05608 
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come equally important in terms of Feff . Furthermore,
the losses observed for � = 0 seem a good guess of those
observed for the spinning cases, particularly for the high-
est masses. We note that it would have been interesting
to study cases with spins closer to ±1 and higher mass ra-
tios. However, the only case with reasonably high spins
and mass ratio available in the SXS catalogue was the
q = 3,� = ±0.5 used here.
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FIG. 7. Systematic biases obtained for the total mass (left)
and e↵ective spin (right) for a q = 3 non-spinning system
for eaLIGO (top) and AdvLIGO (bottom) as a function of
the location of the detector on the (upper hemisphere) sky of
the source. Note that the di↵erent interaction of the modes
as a function of the angle ' generates biases to either larger
or lower values, which in general grow (in absolute value)
as ✓ does. Biases to low masses are more common due to
the higher frequency content of the signal for most values
', has to be imitated by low mass templates. Last, note that
✓ = 0 corresponds to the center of the plot while its perimeter
corresponds to ✓ = ⇡/2.

VI. PARAMETER BIAS

Due to its importance in GW data analysis, we will
express results not as a function of (q,M) but rather
consider the so called chirp mass parameter M

c

[45]
and the total mass M . Before discussing the aver-
aged systematic errors measured due to the neglection
of HM, we want to note that the intrinsic parame-
ter bias ⌅

i,0 of the SEOBNRv1-ROM model towards
our hybrids containing only the quadrupolar modes
were never larger than (|�M |(%), |�M

c

|(%), |��|) =
(2%, 2%, 0.04) for all the total mass range, except for
the (q,�) = (3,+0.5) case, for which these reached max-
imum values of (4%, 6%, 0.05)[46].

The main e↵ect of the HM is introducing large
frequencies in the detector band, thus one should expect
that the quadrupolar SEOBNRv1 waveform best match-
ing a target waveform h(⌅) with parameters ⌅ should
have a larger frequency content than that corresponding
to the quadrupolar template hB(⌅) having the intrinsic
parameters ⌅ of the target. Intuitively, this can be
achieved via introducing biases towards lower total mass
and larger positive spin. Fig.7 shows the biases in total
mass and spin obtained for all values of (✓,') (thus
averaged over  ) for a q = 3 non-spinning system for
the cases of eaLIGO and AdvLIGO. Note that ✓ = 0
corresponds to the center of the plot while its perimeter
corresponds to ✓ = ⇡/2. We see how the two di↵erent
ways of increasing the template frequency (lowering
mass and raising spin) compete along the di↵erent
(✓,'). As expected, the absolute value of the bias
grows as ✓ does. Also, the di↵erent interaction of the
modes as a function of ' generates a sort of dipolar
pattern where biases vary from positive to negative. It is
remarkable that while averaged biases shown in Fig.8 for
the systems in Fig. 7 are of (�M,��) ⇠ (�5%,�0.1)
for eaLIGO and ⇠ (�3%, 0) for AdvLIGO, biases for
particular edge-on orientations can be much larger, up
to (�M,��) ⇠ (�40%,�0.7) for the case shown for
eaLIGO and ⇠ (�20%,�0.4) for the one shown for
AdvLIGO. Note also that even though the total mass
chosen for the eaLIGO example is almost a half of that
chosen for AdvLIGO, systematic biases are much lower
for the latter case due to the lower f0 of AdvLIGO,
which makes it much more sensitive to the long PN
inspiral dominated by the quadrupolar modes.
Fig. 8 shows the averaged parameter bias over the
observable volume, given by Eq.(9), for the studied
targets. As a general trend, neglection of HM causes
observation-averaged biases towards lower (�, M , M

c

)
which increase as M and q do. As expected, biases are
much larger for iLIGO and eaLIGO than for Adv.LIGO.
In particular, note that the lower f0 of Adv.LIGO allows
for an excellent recovery of M

c

for most of the M range.
This is due to the larger weight of the PN inspiral in
the detector band. Regarding spinning cases, systematic
biases are larger for negative spin cases than for positive
spin ones. For q = 1 we only show the eaLIGO cases,
which were the only ones having systematic biases
comparable to those of the other cases.

We now compare the observation-averaged biases to
the statistical uncertainty we expect for each detector
via computing the minimum SNR ⇢0 at which PE would
be dominated by the systematic biases. We note that,
unlike the volume loss R

i

, the quantity ⇢0 =
p
1/2✏ is

extremely sensitive to tiny variations in the parameters
recovered by the Nelder-Mead algorithm, which has the
risk of settling in a local maximum. In particular, for an
error �✏ in the estimation of ✏, one gets a variation for ⇢0
of�⇢0 ⇠ ✏�3/2�✏. This will specially a↵ect regions of the
parameter space where systematic biases are lower and

J. Calderon-Bustillo et al 1511.02060 
(early aLIGO) 
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FIG. 1. Comparison of source frame component masses and aligned spin combinations for an aligned NR mock signal (SXS:BBH:0307) with
masses and spins consistent with GW150914. The signal is injected into zero noise using the fiducial inclination, ◆ = 163�, and polarization
angle  = 82�. The non-precessing IMRPhenom and EOBNR models are used for recovery. The left panel shows credible regions for recovery
of the component masses, whereas the right panel shows spin recovery. As in [2] we combine the posterior samples of both models with
equal weight, in e↵ect marginalizing over our choice of waveform model. The resulting posterior is shown in the two-dimensional plot as the
contours of the 50% and 90% credible regions plotted over a color-coded PDF. Dashed lines in the one-dimensional plots show 90% credible
intervals of the individual and combined posteriors. The injected parameter values are shown as red dot-dashed lines and a red asterisk. Both
models recover the correct masses and e↵ective spin �e↵ within the 90% credible regions, while the anti-symmetric spin combination is not
measured well; the peak in the EOBNR PDF around the correct value is a spurious e↵ect (see text).
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FIG. 2. Comparison of component masses for a precessing NR
mock signal (CFUIB0029) with masses and spins consistent with
GW150914. The mock signal is injected in zero noise using the fidu-
cial inclination, ◆ = 163�, and polarization angle  = 82�. The pre-
cessing IMRPhenom and non-precessing EOBNR models are used
for recovery.

Figs. 2 and 3 summarize the parameter recovery for this injec-
tion. We find that the true parameter values of the NR signal
(red asterisks) lie within the 50% credible regions for compo-
nent masses and e↵ective spins indicating unbiased parameter
recovery for this injection with either waveform model. For
the source frame masses we find msource

1 = 38.3+6.4±0.7
�4.9±0.3 M�

and msource
2 = 28.2+5.3±0.3

�6.2±0.4 M�, with systematic errors an order
of magnitude smaller than statistical errors. For the e↵ective
aligned spin we have �e↵ = �0.08+0.15±0.02

�0.19±0.06. Here systematic
errors are a factor four smaller than statistical errors. The ab-
solute bias between the true parameter values and the overall
medians in the source frame masses is ⇡ 2M� and ⇡ 0.05 in
�e↵ . The spin directions as shown in the right panel of Fig. 3
are not constrained. No information on the e↵ective preces-
sion spin �p is recovered, despite the signal having apprecia-
ble �p. Instead, we e↵ectively recover the prior on �p as can
be seen in the left panel of Fig. 3. This may be attributed
to the following reasons: Firstly, the fiducial inclination only
gives rise to weak precession-induced modulations in the sig-
nal, and secondly the shortness of the signal only allows for at
most one modulation cycle in the aLIGO sensitivity window.
Hence we find that for the fiducial parameters, parameter re-
covery is not biased in the sense that the injected values are
always well inside their posterior confidence regions.

Parameter estimates were obtained for several additional
NR signals in the vicinity of GW150914 with the precessing
IMRPhenom model for fiducial and also edge-on inclinations

11

FIG. 4. Inclination dependence of parameter recovery. Two NR waveforms primarily di↵ering in �p (SXS:BBH:0308 in left column;
CFUIB0020 in right column) are injected with di↵erent ✓JN as given on the ordinate axes. Shown on the abscissa axes are 90% credible
intervals (blue / gray bands) and medians (asterisks / circles) for these precessing NR signals recovered with the precessing IMRPhenom
model. Injected parameter values are shown as red dash-dotted lines, except for the bottom two panels where the injected values depend on  
and are shown in blue (dotted) and gray (dash-dotted). Shown from top to bottom are chirp massM, mass-ratio q, e↵ective precession spin
�p, the angle ✓JN and luminosity distance DL. The analysis is repeated for two choices of detector polarization angle  , with the one shown in
grey representing a detector orientation approximately canceling h+.
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FIG. 6. Results for precessing NR injections (SXS:BBH:0308) with
face-on or edge-on inclination (✓JN = 6� and 84�, respectively) and
either including higher harmonics up to ` = 8 (compare with Fig. 4)
or just the ` = 2 modes in the mock signal. All injections are per-
formed at fiducial polarization angle  = 82�. The precessing IMR-
Phenom model is used as the template waveform. We show two-
dimensional 90% credible regions for component masses and e↵ec-
tive spins.

GW150914. The waveforms in this family vary in their orbital
eccentricity, cf. Table II.

There is no unambiguous GR definition of eccentricity, so
we calculate an eccentricity estimator [128] from the instan-
taneous frequency of the GW using a Newtonian model. We
assume that the GW frequency is twice the orbital frequency
of a Newtonian orbit, but fit for additional degrees of freedom
to model GR e↵ects such as inspiral and precession of the or-
bit.

We estimate the eccentricity by fitting a short portion of the
instantaneous GW frequency, !GW, to the form

!GW = 2n(t)
p

1 � e2

⇥
1 � e cos (u(t))

⇤2 (16)

n(t) = n0 [1 + a(t � tref)] (17)
u(t) = 2⇡(t � tref � t0)/P (18)

This is twice the angular frequency expected from a Newto-
nian eccentric orbit, with the slow inspiral modeled as a linear

variation of the parameter n with time. We do not enforce the
Newtonian relation n = 2⇡/P, since it is broken in the GR
case by pericentre advance. u(t) would properly be obtained
using the Kepler equation. However, we do not find this nec-
essary, and have e↵ectively expanded it in small e. This ex-
pansion leads to good fits for the small values of e that we are
simulating. It is necessary to include the nonlinear terms in e
for the large-scale behavior of !GW in order to get a good fit
when e & 0.1. We find that using the coordinates of the hori-
zon centroid, instead of the GW frequency, leads to qualitative
disagreement with this simple Newtonian model, whereas the
GW frequency matches very well.

Unlike the spin magnitudes and mass ratio, the eccentricity
evolves significantly in the 14 orbits covered by the eccen-
tric simulations, so assigning a single number to each config-
uration requires selecting a specific point in the evolution at
which to quote the eccentricity.

We quote the eccentricity at a reference time tref at which
the mean GW frequency 2n is 23.8 Hz assuming the source
mass is 74 M�. This is 2Mn = 0.0545424 in geometric units.

We obtain eccentricities up to e = 0.13 at the reference
time; see Table II. Even “circular” NR waveforms have a small
eccentricity, as it is not possible to reduce this to zero. For
example, the smallest eccentricity in the family of waveforms
considered here is ⇠ 10�4, not 0.

We inject the above eccentric aligned-spin NR waveforms
into zero noise and recover with the quasi-circular non-
precessing EOBNR templates. Fig. 7 shows posteriors for the
chirp mass, mass-ratio and aligned spin on the larger BH as
a function of eccentricity. We find that eccentricities smaller
than ⇠ 0.05 in the injected NR waveform (with the eccentric-
ity definition introduced above) do not strongly a↵ect param-
eter recovery and lead to results comparable to quasi-circular
NR waveforms. Biases occur for larger eccentricity. The right
panel of Fig. 7 shows how the log likelihood drops sharply if
the eccentricity is above 0.05 and the disagreement between
the eccentric signal and quasi-circular template increases.

E. E↵ect of detector noise

So far in this study we have focussed on NR injections in
zero noise using only an estimated PSD from the detectors in
order to assess waveform systematics. The results obtained
with this method are missing two potentially important ef-
fects:

� While we obtain the posterior probability density func-
tion e↵ectively averaged over many noise realizations,
the zero-noise method does not assess how noise real-
izations with typical deviations from the average will
a↵ect the posteriors.

� The usual interpretation of our credible intervals relies
on the assumption that both our signal and noise model
are an appropriate description of the data. The previ-
ous sections addressed the signal model, but the zero-
noise method does not take into account the properties
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FIG. 9. Posterior distributions of the mass estimation. All values are presented as fractional errors, i.e., (x � xtrue)/xtrue. The left column
displays m

2

vs. m

1

and the right column displays M
obs

vs. M

obs

. The rows are of increasing M

obs

from M

obs

= 100M� at the top to
M

obs

= 300M� at the bottom. For all systems, q = 4 (⌘ = 0.16) and ✓

JN

= ⇡/3. The asterisks indicate the point with highest logL and
the contours are at 50%, 90%, and 95% credible levels (inside to outside). Blue contours use EOBNRv2HM as a waveform template while red
contours use EOBNRv2, which only includes the leading (2, 2) mode.

D. Effect of priors

So far, in all of the analysis runs, we have used a very large
prior on the component masses, which was flat in (m1,m2)

space. However, one could argue for other reasonable prior
distributions on the masses. One such alternative is to use a
prior that is flat in log(Mobs). The quantity log(Mobs) is
used because Mobs is a scaling factor for the waveform am-
plitude and log(Mobs) is the so-called Jeffreys prior. Addi-
tionally, we employ a prior that is flat in ⌘ for the second mass
parameter.

We ran multiple analyses with this second prior option,
which is flat in (log(Mobs), ⌘) and find that even at an SNR of
12 the strength of the signal is sufficient to render the different
prior distribution a minimal factor. This can be seen in Fig.8,

where we show the one-dimensional posteriors from a single
analysis. More specifically, we display in dotted lines the 1D
posteriors of a run with EOBNRv2HM waveform model that
uses the alternative prior, to be compared with the solid lines
from the run with the original prior. The lines are nearly iden-
tical, with differences much smaller than those from using the
EOBNRv2 waveform; these differences from the alternative
prior will continue to decrease as the SNR is increased.

E. Comparison to previous parameter-estimation work with
inspiral-merger-ringdown waveforms

In an earlier work, Ajith and Bose [30] used inspiral-
merger-ringdown phenomenological waveform models
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space. However, one could argue for other reasonable prior
distributions on the masses. One such alternative is to use a
prior that is flat in log(Mobs). The quantity log(Mobs) is
used because Mobs is a scaling factor for the waveform am-
plitude and log(Mobs) is the so-called Jeffreys prior. Addi-
tionally, we employ a prior that is flat in ⌘ for the second mass
parameter.

We ran multiple analyses with this second prior option,
which is flat in (log(Mobs), ⌘) and find that even at an SNR of
12 the strength of the signal is sufficient to render the different
prior distribution a minimal factor. This can be seen in Fig.8,

where we show the one-dimensional posteriors from a single
analysis. More specifically, we display in dotted lines the 1D
posteriors of a run with EOBNRv2HM waveform model that
uses the alternative prior, to be compared with the solid lines
from the run with the original prior. The lines are nearly iden-
tical, with differences much smaller than those from using the
EOBNRv2 waveform; these differences from the alternative
prior will continue to decrease as the SNR is increased.

E. Comparison to previous parameter-estimation work with
inspiral-merger-ringdown waveforms

In an earlier work, Ajith and Bose [30] used inspiral-
merger-ringdown phenomenological waveform models
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Polarization (versus time)
• Left- and right-handed radiation easy to distinguish


• Constrains opening angle of precession


• Sets lower bound on (transverse) spin


• Often: separation of timescales
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FIG. 3: Polarization imprints on signal 2: Precessing:
For a precessing binary (Sq(4,0.6,90,9)), the polarization car-
ries a strong imprint from the relative orientation of the pre-
ferred emission direction relative to the line of sight. For the
precessing q = 4 binary described in the text and [27], a de-
composition of the gravitational wave signal along a “generic”
orientation [(�, ⇥) = (60�, 205�)] is shown. Results are shown
using just l = 2 (solid) and all modes l ⇥ 4 (dotted), reversing
the convention of Figure 2. Top panel : The line of sight right
and left-handed amplitudes |⇤4R,L| (red R, blue L) using all
modes (dotted) and just l = 2 (solid). The gray shaded box
shows the interval where V̂ · n̂ ⇥ 0. Bottom panel : Compar-
ison of |z�(t)| extracted along this line of sight (black solid
[l = 2] and dotted curves [l ⇥ 4]) with the leading-order esti-
mate z̃V̂ provided by Eq. (11) and the preferred orientation

V̂ selected by
˙
L(aLb)

¸
t

(blue).

of sight and simulations considered, we believe z� is pri-
marily determined by the orientation of n̂ relative to the
time-dependent preferred orientation V̂ and can usually
be well-approximated by Eq. (11).

As described in subsequent sections, our calculations
suggest the preferred orientation V̂ evolves significantly
and rapidly during merger. Equivalently, the polarization
content – the distribution of lines of sight dominated by
left versus right handed emission – changes significantly
at the merger event. As seen in Figure 4, immediately
before and after the merger event, the two points cor-
responding to predominantly left- or right-handed emis-
sion change noticeably. This interval corresponds to the
merger phase itself. As described in the next section, we
suspect this rapid, global change in polarization content

may reflect features of the strong-field merger event itself.

E. Waveforms along other fixed directions

For reference, in Figure 5 we show the polarization con-
tent for two other preferred orientations: the initial (� fi-
nal) total angular momentum direction Ĵ (top panel) and
the preferred orientation V̂ evaluated at the time of peak
emission (bottom panel). In the first case, one polariza-
tion is vastly larger than the other at early times; during
the merger, however, both polarizations become signif-
icant. Similar results are found when extracting along
ẑ, the initial orbital angular momentum. In the second
case, both polarizations are comparatively large early on.
During the merger epoch, however, only one polarization
dominates. Generally speaking, when adopting a fixed
frame one can choose to simplify some narrow epoch of
the waveform by reducing the other polarization. For
any time, frequency, or mass range, a generalization of�
L(aLb)

⇥
t

can be constructed to determine what orien-
tation would be suitable. However, in general no one
orientation works for all time.

Finally, we emphasize that we have been able to accu-
rately estimate the polarization content using the time-
dependent preferred orientation V̂ . For our simulations,
this orientation di�ers substantially from L̂ at all times.
Based on this performance, we anticipate that corotating-
frame waveforms along V̂ will be substantially simpler
than any analog extracted along L̂.

III. SIMULATIONS II: TRENDS AND
VARIATIONS

From the diagnostics above, we anticipate simulations
are best and most naturally characterized by (a) the
modal waveforms ⇥4lm in a corotating frame and (b)
the evolution of our preferred orientation with time.
In addition, to simplify the translation between time
and frequency domain, we will also use (c) the overall
orientation-averged signal power �̄. In this section we
briefly report on salient ways these three features change
with spin and mass ratio.

A. Polarization bias

Generic precessing binaries exhibit a polarization bias:
at any given instant, the binary is radiating more of one
handedness than another. During the inspiral, the bal-
ance between L and R oscillates. At merger, the balance
fixes, preferring one handedness, with the choice depend-
ing on the spin-orbit configuration just prior to merger.
This asymmetry produces large kicks [46], with a signif-
icant component perpendicular to the orbital plane; see
also Healy et al (in prep) and cf. [47].
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Polarization for alignment and precession

• Polarization easy to measure

• “Only see what we see” = at 100 Hz !


!

• Measure spin-orbit misalignment 
• via simple geometry + polarization


• Traces strength whatever misaligns them


•  SN kicks


• Stellar dynamics [binary collisions]


• Measure BH spin


• Insight into SN, massive star physics
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